
Discrete Optimization 47 (2023) 100757

a
b

t
G

m
p

c
t

g

S

h
1
(

Contents lists available at ScienceDirect

Discrete Optimization

www.elsevier.com/locate/disopt

A polyhedral study of lifted multicuts

Bjoern Andres a,∗, Silvia Di Gregorio a, Jannik Irmai a, Jan-Hendrik Lange b,1

TU Dresden, Germany
Max Planck Institute for Informatics, Germany

a r t i c l e i n f o

Article history:
Received 1 March 2022
Received in revised form 10 October
2022
Accepted 14 December 2022
Available online xxxx

MSC:
90C57
52B12

Keywords:
Graph decomposition
Multicut
Multicut polytope

a b s t r a c t

Fundamental to many applications in data analysis are the decompositions of a
graph, i.e. partitions of the node set into component-inducing subsets. One way of
encoding decompositions is by multicuts, the subsets of those edges that straddle
distinct components. Recently, a lifting of multicuts from a graph G = (V, E)
to an augmented graph Ĝ = (V, E ∪ F ) has been proposed in the field of image
analysis, with the goal of obtaining a more expressive characterization of graph
decompositions in which it is made explicit also for pairs F ⊆

(
V
2

)
\ E of non-

neighboring nodes whether these are in the same or distinct components. In this
work, we study in detail the polytope in RE∪F whose vertices are precisely the
characteristic vectors of multicuts of Ĝ lifted from G, connecting it, in particular,
to the rich body of prior work on the clique partitioning and multilinear polytope.
© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under

the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Fundamentally, we are interested in the set of all decompositions of a (finite, simple, undirected) graph.
A decomposition of a graph G = (V,E) is a partition Π of the node set V such that, for every U ∈ Π ,
he subgraph of G induced by U is connected, and hence a (not necessarily maximal) component of

(Definition 1). An example is depicted in Fig. 1. Decompositions of a graph occur in practice, as a
athematical abstraction of different ways of clustering data, and in theory, as a generalization of the
artitions of a set, to which they specialize for complete graphs.

We follow Chopra and Rao [1,2] in studying the set of all decompositions of a graph through its
haracterization as a set of multicuts. The multicut induced by a decomposition is the set of those edges
hat straddle distinct components (Definition 2). An example is depicted in Fig. 1.

Our work is motivated by a limitation of multicuts as a characterization of decompositions: For a complete
raph KV = (V,

(
V
2
)
), the characteristic function x :

(
V
2
)

→ {0, 1} of a multicut x−1(1) of KV makes explicit
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Fig. 1. Depicted above in (a) (in blue) is a decomposition of a graph G, i.e. a partition of the node set into connected subsets. Any
ecomposition of a graph is characterized by the set of those edges (depicted above as dotted lines) that straddle distinct components.
hese subsets of edges are called the multicuts of the graph. A multicut M makes explicit for neighboring nodes u and v whether

hese are in the same component, indicated by {u, v} /∈ M , or in distinct components, indicated by {u, v} ∈ M . In order to make
his information explicit also for non-neighboring nodes, e.g. for {u, w}, we identify the set of all decompositions of a graph G with a
ubset of the multicuts of an augmented graph Ĝ which we call the multicuts of Ĝ lifted from G. An example can be seen in (b) with
ugmented edges depicted as thick blue curves. In this article, we study the polytopes whose vertices are the characteristic functions
f lifted multicuts. We refer to these as lifted multicut polytopes. (For interpretation of the references to color in this figure legend,
he reader is referred to the web version of this article.)

or every pair {u, v} ∈
(

V
2
)

whether the nodes u and v are in the same component, indicated by x{u,v} = 0, or
n distinct components, indicated by x{u,v} = 1. For a general graph G = (V,E), however, the characteristic
unction x :E → {0, 1} of a multicut x−1(1) of G makes explicit only for neighboring nodes {u, v} ∈ E

hether u and v are in the same or distinct components. Hence, the binary linear optimization problem
hose feasible solutions are the characteristic functions of the multicuts of a graph is less expressive for
eneral graphs than it is for complete graphs.

In order to make explicit also for non-neighboring nodes, specifically, for all {u, v} ∈ E ∪ F with
⊆
(

V
2
)

\ E, whether u and v are in distinct components, we consider a lifting of the multicuts of G
o multicuts of the augmented graph Ĝ = (V,E ∪ F ) (Definition 3). A set M ⊆ E ∪ F is a multicut ofˆ lifted from G if and only if M is a multicut of Ĝ and M ∩ E is a multicut of G and both induce the

same decomposition of the node set V . The multicuts of Ĝ lifted from G are still in one-to-one relation with
the decompositions of G. Yet, they are a more expressive characterization of these decompositions than the
multicuts of G. This expressiveness has applications in the field of image analysis [3,4], as we discuss in
Section 2.

In this article, we study the polytope in the affine space RE∪F whose vertices are the characteristic
functions of the multicuts of Ĝ lifted from G. We refer to this object as the lifted multicut polytope with
respect to G and Ĝ. In this study, we focus separately on the cases of G being a general graph, path, tree
and cycle.

1.1. Contributions

We make the following contributions:

• We generalize results of [1] for multicut polytopes to lifted multicut polytopes. In particular, we establish
full-dimensionality and the exact condition under which cycle inequalities define facets. Moreover, we
establish conditions under which further inequalities of the canonical relaxation of the lifted multicut
problem are facet-defining.

• We establish a new class of facet-defining inequalities that arise from cycles in the graphs. These con-
stitute a new class of facet-defining inequalities also for the comprehensively studied clique partitioning
polytope [5].

• We offer a complete description of the polytopes of the multicuts of a complete graph lifted from a
path. This geometric description complements the combinatorial results about the sequential set partition
problem from [6].
2
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Fig. 2. (a) For any connected graph G (left), the characteristic vectors of multicuts of G (middle) span, as their convex hull in RE ,
the multicut polytope of G (right), a 01-polytope that is |E|-dimensional [1]. (b) For any connected graph G = (V, E) (top left)
and any graph Ĝ = (V, E ∪ F ) (bottom left), the characteristic vectors of multicuts of Ĝ that are lifted from G (middle) span, as
their convex hull in RE∪F , the lifted multicut polytope with respect to G and Ĝ (right), a 01-polytope that is |E ∪ F |-dimensional
(Theorem 1).

• We establish a new class of facet-defining inequalities for the polytopes of the multicuts of a general
graph lifted from a tree and the exact condition under which these are facet-defining also when lifting
from a general graph.

• We study the relation between the lifted multicut polytope for trees and the multilinear polytope. To this
end, we generalize the inequalities we introduce for the lifted multicut polytope for trees and establish a
connection to known inequalities for the multilinear polytope. Moreover, we show that the lifted multicut
problem in case of lifting from a path corresponds to multilinear optimization over β-acyclic hypergraphs.

• We establish further classes of facets that contribute to the understanding of polytopes of multicuts
lifted from cycles.

Theorem 1 on the full-dimensionality of the lifted multicut polytope as well as the study of facets from
canonical inequalities in Section 5.2 have been published before in a conference article [7]. Here, we correct
and simplify proofs given there, without altering the results. In this, we build on the dissertation of Lange
[8]. The proofs of Theorems 1 and 4 we offer here employ a different (simpler) construction than the proofs
by Horňáková et al. [7] and Lange [8]. We reproduce from [7] Figs. 2 and 3, from the article, and Figures 3
and 4, from the supplement. The results on polytopes of multicuts of a complete graph lifted from a tree or
path in Sections 6.1 to 6.4, except Theorem 7, have been published before in a conference article [9] from
which we adapt2, in particular, Fig. 1.

1.2. Contents

This article is organized as follows. First, in Section 2, we discuss related work. In Section 3, we introduce
basic terminology. In Section 4, we define the lifted multicut problem and polytope.

In Section 5, we study the lifted multicut polytope in its most general form. We characterize its vertices
in terms of linear inequalities and integrality constraints, which yields an integer linear programming (ILP)
formulation of the lifted multicut problem. We show that the polytope is full-dimensional and establish
relations between different lifted multicut polytopes. Furthermore, we investigate conditions under which the

2 Adapted/Translated by permission from Springer Nature: Lange and Andres [9] according to License No. 5452350654430.
3
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Fig. 3. Depicted above in (a) are a graph G (black edges) and an augmentation Ĝ (black and blue edges), together with a uv-cut δ(U)
in G (dotted edges) with U = {u, a, b, c}. The subgraph H = (VH , EH ) of G that is induced by VH = {u, a, b, e, v} is (uv, U)-connected,
for example, as u, v ∈ VH and |EH ∩ δ(U)| = |{be}| = 1. Depicted in (b) is the bipartite graph Ĝ(uv, U) that consists of all edges in
δ(U) (dashed lines) and δF \uv(U) (blue lines). Here, it holds that F ′

H = {av}. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

inequalities of the ILP formulation are facet-defining. In the remaining sections, we introduce new valid and
facet-defining inequalities for lifted multicut polytopes. We start developing such inequalities for restricted
classes of graphs. The simpler study of these restricted cases effectively leads us to the discovery of facets
also for lifted multicut polytopes of general graphs.

In Section 6, we turn to the special case of lifting from a tree. In this case, the lifted multicut problem can
be stated as a binary multilinear optimization problem. We offer a relaxation of the lifted multicut polytope
for trees which is tighter than the standard relaxation. In addition, we introduce a class of facet-defining
inequalities for the lifted multicut polytope for trees and establish the exact condition under which these
inequalities define facets also when lifting from an arbitrary graph. Thanks to this class of inequalities, we
obtain a complete description of the polytopes of the multicuts of a complete graph lifted from a path. We
further generalize these inequalities for the case of lifting from a tree to a general, possibly incomplete, graph
and provide necessary conditions for these inequalities to be facet-defining. We establish a relation between
these inequalities and known valid inequalities for the multilinear polytope. Beyond this, we investigate
further connections between the lifted multicut polytope and the multilinear polytope.

In Section 7, we study the lifted multicut polytope in the complementary case of lifting from a cycle.
First, we investigate valid inequalities that are inherited from the multicut polytope of the complete graph.
It turns out that, with a few canonical exceptions, the known classes of inequalities are not facet-defining
for the lifted multicut polytope for cycles. We establish several new classes of facet-defining inequalities
for the lifted multicut polytope for cycles. From these results, we derive facet-defining inequalities for the
lifted multicut polytope for arbitrary graphs that arise from cycles in that graph. These inequalities define
a new class of facets of the multicut polytope for complete graphs and, hence, also for the isomorphic clique
partitioning polytope.

2. Related work

We build on a long line of work in and related to the field of discrete optimization. Below, we visit this work
in chronological order, starting with early combinatorial algorithms and finishing with recent applications
in the area of image analysis.

In the late 1960s, the task of partitioning the node set of a graph arises from practical problems in
computer science: the laying out of circuits on computer boards [10,11], the segmentation of computer
programs [12], and the allocation of data to blocks of storage [13]. Kernighan and Lin [14] devise a heuristic
algorithm for partitioning general graphs. The special case of nodes adhering to a linear order, termed the
sequential set partition problem, is equivalent to the lifted multicut problem for paths (Section 6.4) and has
applications in the field of information systems; see [15] for a survey. Kernighan [6] presents an algorithm that
computes an optimal solution for the sequential set partition problem in time proportional to the number
4
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Table 1
Classes of valid inequalities for the multicut polytope of a complete graph.

Inequality Original reference Remarks

0 ≤ x Grötschel and Wakabayashi [5] Not facet-defining
x ≤ 1 Grötschel and Wakabayashi [5] Facet-defining
Triangle inequality Grötschel and Wakabayashi [5] Facet-defining
[S, T ]-inequality Grötschel and Wakabayashi [5] Facet-defining iff |S| ̸= |T |
2-chorded cycle inequality Grötschel and Wakabayashi [5] See Theorem 11
2-chorded path inequality Grötschel and Wakabayashi [5] Facet-defining iff the paths have even length
2-chorded even wheel inequality Grötschel and Wakabayashi [5] Facet-defining
General 2-partition inequality Grötschel and Wakabayashi [22] Facet-defining; generalizes [S, T ]-inequalities
Cycle inequality Chopra and Rao [1] Facet-defining precisely for chordless cycles, i.e., for

triangles; generalizes triangle inequalities
(Bicycle) wheel inequality Chopra and Rao [1] Facet-defining iff wheel has odd length
Clique-web inequalities Deza et al. [20] See Theorem 10; generalizes triangle, [S, T ]- and

(bicycle) wheel inequalities
(Lifted) weighted (s,T)-inequality Oosten et al. [24] Generalizes [S, T ]-inequalities with |S| = 1
(Lifted) stable set inequality Oosten et al. [24] Facet-defining under certain necessary conditions
Generalized 2-chorded cycle
inequality

Oosten et al. [24] Generalizes 2-chorded cycle inequalities by additionally
including some 3-chords and 4-chords; facet-defining
under certain necessary conditions

Generalized 2-chorded path
inequality

Oosten et al. [24] Facet-defining for paths of even length; generalizes
2-chorded path inequalities

Generalized 2-chorded even wheel
inequality

Oosten et al. [24] Facet-defining; generalizes 2-chorded even wheel
inequalities

of edges. The corresponding integer linear programming formulation for this special case admits a totally
unimodular constraint matrix [16].

Motivated by the task of clustering data, Grötschel and Wakabayashi [17] consider the problem of
partitioning the node set of complete graphs. As every subset of the nodes of a complete graph induces
a clique, they refer to the problem as clique partitioning. In the clique partitioning problem, a feasible
olution is the characteristic vector of a subset of edges such that the graph consisting of all nodes and these
dges is transitive. For complete graphs, this characteristic vector is one minus the characteristic vector of a
ulticut, the subset of edges between cliques. Grötschel and Wakabayashi [5] pioneer the study of the clique

artitioning polytope, the convex hull of all feasible solutions of the clique partitioning problem. Due to the
imple relation between characteristic vectors of clique partitionings and characteristic vectors of multicuts,
roperties of the clique partitioning polytope transfer easily to the multicut polytope for complete graphs,
nd vice versa.

The polyhedral study of the partition problem for general graphs is initiated by Chopra and Rao [1,2].
hey introduce the structures that we refer to as a multicut and multicut polytope [1, Lemma 2.2]. Notably,

hey consider also additional constraints that restrict the number of components. A complete description
f small multicut polytopes can be found in [18], while Chopra [19] gives a complete description for series–
arallel and 4-wheel free graphs. Deza et al. [20] present the class of clique-web inequalities that generalizes
everal classes of facets established before by Grötschel and Wakabayashi [5] and Chopra and Rao [1].
ee also [21]. They provide a comprehensive characterization of those clique-web inequalities that define
acets, even for cases where additional constraints are imposed on the number of components. In subsequent
tudies, Grötschel and Wakabayashi [22],Bandelt et al. [23] and Oosten et al. [24] present techniques for
omposing new classes of facet-defining inequalities from known inequalities. In particular, Oosten et al. [24]
ucceed in classifying all facet-defining inequalities of the clique partitioning polytope with right hand side
or 2. Many of the aforementioned results build on prior polyhedral studies of the cut polytope [25], the

ut cone [26,27] and the bipartite subgraph polytope [28]. For an overview of known facets of the multicut
olytope for complete graphs, see Table 1. The separation problem for various classes of facet-defining

nequalities is discussed in [17,20,24,29,30].
Optimization problems closely related to the multicut problem are correlation clustering [31] and coalition
tructure generation in weighted graph games [32]. For correlation clustering, one further distinguishes
5
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between three variations: minimizing disagreement, maximizing agreement and maximizing correlation.
ll variations of correlation clustering, as well as coalition structure generation in weighted graph games
nd multicut share the same set of feasible solutions and differ only by constant additive terms in the
bjective function. Therefore, these problems are equivalent at optimality, and np-hardness of one implies
p-hardness of the others. Bansal et al. [31] show that correlation clustering for complete graphs is np-
ard even for unit weights. Independently, Voice et al. [33] and Bachrach et al. [32] show that the problem
emains np-hard for planar graphs. Complementary to this hardness result, Klein et al. [34] present a
olynomial time approximation scheme for planar graphs via a reduction to the problem of finding a minimal
wo-edge-connected augmentation.

Although these variations of the problems all have the same solutions, they differ significantly regarding
he hardness of approximation. A survey covering all variations and all restrictions to specific classes of
raphs already studied is beyond the scope of this article. We summarize some important results: Bansal
t al. [31] offer a constant factor approximation algorithm for minimizing disagreement in unweighted
omplete graphs. Their results are strengthened by Charikar et al. [35] who show apx-hardness and
ignificantly improve the approximation factor to 4. Independently, Charikar et al. [35] and Demaine et al.
36] develop O(log n) approximation algorithms for minimizing disagreement in general weighted graphs.
or the problem of maximizing agreement, Bansal et al. [31] offer a polynomial time approximation scheme

n case of unweighted complete graphs while the problem is apx-hard for general weighted graphs [35].
oalition structure generation in weighted graph games is the hardest of the problem variations in the sense

hat it cannot be approximated to within O(n1−ϵ) for all ϵ > 0 unless p = np [32,37]. For further results on
he hardness of approximation and the study of efficient (approximation) algorithms, the interested reader
s referred to [38–44].

The lifted multicut problem, the generalization of the multicut problem in which costs assigned to pairs
f non-neighboring nodes are taken into account as well, is introduced by Keuper et al. [45, Definition
] in the context of applications in the fields of image analysis and computer graphics. Specifically, they
onsider the problem of decomposing the pixel grid graph of an image into objects based on estimates of
bject boundaries, and the task of decomposing simplicial surfaces of three-dimensional objects into smooth
omponents based on estimates of their curvature. Subsequently, Beier et al. [3] apply the lifted multicut
roblem for the task of decomposing large volume images of neural tissue into individual cells. At the same
ime, Tang et al. [4] employ lifted multicuts for the task of tracking multiple pedestrians in a monocular
ideo. Their task is to decide for candidate detections of pedestrians, modeled as nodes in a graph, whether
hese refer to the same pedestrian or distinct pedestrians. They use lifting to relate candidate detections
cross longer distances in time. Specifically, they relate candidate detections that appear similar in the
ideo by additional edges with positive cost, thus rewarding feasible solutions in which these candidate
etections refer to the same pedestrian, but without introducing additional feasible solutions that would
ink these candidate detections directly via the additional edges. They empirically quantify an advantage,
n the context of this application, of this lifted multicut problem over the multicut problem with respect to
ust the augmented graph and explain it from the point of view of the application by the simple fact that
imilar looking pedestrians need not be identical.

The lifted multicut problem in case of lifting from a tree can be stated equivalently as minimization of a
ultilinear objective function in binary variables, i.e. a pseudo-Boolean function. In this way, the study

f the lifted multicut polytope is connected to the field of multilinear optimization. The combinatorial
olytope associated with the linearization of quadratic pseudo-Boolean functions is studied, among others,
y Barahona and Mahjoub [25],Hammer et al. [46],Padberg [47] and De Simone [48]. Quadratization
echniques are commonly used in order to solve pseudo-Boolean optimization problems. The benefit of
educing the problem to a quadratic one, via the addition of variables and constraints, is the possibility
o take advantage of the rich literature available for the quadratic case. We refer the reader to e.g. [49–54].
6
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Recent research also considers the linearization of more general multilinear forms [55–58]. This line of work is
motivated by the idea of avoiding the additional constraints and variables introduced in order to express the
problem as a quadratic one, and to exploit the structure of the original problem. The connections between
this line of work and our results are discussed in more detail in Section 6.6.

While the multicut and lifted multicut problem are non-trivial only for a combination of positive and
negative costs attributed to the edges, related problems defined for non-negative edge weights only and
additional constraints include k-terminal cut [59] where k terminals are to be separated by a cut, k-

ulticommodity cut [60] where k source–sink pairs are to be separated by a cut, and k-cut [61] where the
graph is to be cut into k components without consideration of specific nodes. The first two problems are
np-hard for k ≥ 3 while the latter can be solved in polynomial time for fixed k. Polynomial equivalence of
k-multicommodity cut and correlation clustering is established by Demaine et al. [36].

3. Preliminaries

Let G = (V,E) be a connected graph with node set V and edge set E ⊆
(

V
2
)
. For pairs of nodes u, v ∈ V

with u ̸= v, we write uv = {u, v} = vu, for short. For a subset A ⊆ E of edges, we let 1A ∈ {0, 1}E denote
he characteristic vector of the set A, i.e. (1A)e = 1 ⇔ e ∈ A for all e ∈ E. For clarity, we distinguish

between decompositions of the graph, i.e. specific partitions of the node set, and (multi)cuts of the graph,
i.e. sets of edges that straddle distinct components. Examples are depicted in Fig. 1a.

Definition 1. A partition Π of the node set V of a graph G = (V,E) is called a decomposition of G if
nd only if every U ∈ Π induces a (connected) component of G. For any k ∈ N and any decomposition Π

f G, Π is called a k-decomposition if and only if |Π | = k. For any two distinct nodes u, v ∈ V and any
-decomposition Π = {U, V \ U}, Π is called a uv-decomposition if and only if u ∈ U and v ∈ V \ U , or
∈ V \ U and v ∈ U .

efinition 2. A set M ⊆ E is called a multicut of a graph G = (V,E) if and only if there exists a
ecomposition Π of G such that M consists of precisely those edges that straddle distinct components of
.

As the decomposition in Definition 2 is unique, there is a bijection ϕG : DG → MG between the set
G ⊆ 22V of all decompositions of G and the set MG ⊆ 2E of all multicuts of G, specifically

ϕG(Π ) = {uv ∈ E | ∀U ∈ Π : u /∈ U or v /∈ U} . (1)

e will frequently switch between decompositions and multicuts and refer to one as being induced by the
ther. For an illustration, see Fig. 1a. Specifically, a multicut M of G is called a k-cut of G if and only if M

is induced by a k-decomposition. Similarly, a multicut M of G is called a uv-cut of G if and only if M is
induced by a uv-decomposition. For any uv-decomposition Π = {U, V \ U} we let δ(U) denote the induced
v-cut. Note that uv-cuts are necessarily minimal, for when removing any edge from δ(U), this set is no

onger a uv-cut.
We conclude this section with a characterization of multicuts by Chopra and Rao [1].

roposition 1 (Lemma 2.2 of [1]). A subset M ⊆ E of the edge set E of a graph G = (V,E) is a multicut

f G if and only if no cycle of G contains precisely one edge of M .

7
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4. Lifting of multicuts

For any multicut M of G = (V,E), the characteristic vector 1M makes explicit for every pair uv ∈ E,
hether u and v are in distinct components. To make explicit also for non-neighboring nodes, specifically,

or all uv ∈ F where F ⊆
(

V
2
)

\ E, whether u and v are in distinct components, we define a lifting of the
ulticuts of G to multicuts of the augmented graph Ĝ = (V,E ∪ F ).

efinition 3. Let G = (V,E) be a connected graph and let Ĝ = (V,E ∪ F ) with F ⊆
(

V
2
)

\ E be an
ugmentation of G, i.e. the graph obtained from G by adding the set of edges F . We call the composed map

Ĝ
◦ ϕ−1

G the lifting of multicuts from G to Ĝ. For any multicut M of G, we call the set (ϕ
Ĝ

◦ ϕ−1
G )(M) a

ulticut of Ĝ lifted from G.

efinition 4. Let G = (V,E) be a connected graph and let Ĝ = (V,E∪F ) be an augmentation. We call the
onvex hull of characteristic vectors of multicuts of Ĝ lifted from G the lifted multicut polytope with respect
o G and Ĝ, denoted by

LMC(G, Ĝ) = conv
{
1M | M multicut of Ĝ lifted from G

}
. (2)

or brevity, we define LMC(G) := LMC(G,KV ) where KV is the complete graph with nodes V .

efinition 5. Let G = (V,E) be a connected graph, let Ĝ = (V,E ∪ F ) be an augmentation and let
∈ RE∪F be a vector associated with the edges of the augmented graph. The instance of the lifted multicut

problem with respect to G, Ĝ and θ consists in finding a minimum cost multicut of Ĝ lifted from G with
espect to θ. It has the form

min
x∈LMC(G,Ĝ)

∑
e∈E∪F

θe xe. (LMP)

If F = ∅, then (LMP) specializes to the multicut problem, i.e., the linear optimization problem over the
ulticut polytope MC(G) := LMC(G,G). If F ̸= ∅, then (LMP) differs from the multicut problem with

espect to Ĝ and θ, since then it holds that LMC(G, Ĝ) ⊂ MC(Ĝ), cf. Proposition 4. For an example, see
ig. 2. In the lifted multicut problem, the assignment xuv = 0 indicates that the nodes u and v are connected

n G by a path of edges labeled 0. This property can be used to penalize (by θuv > 0) or reward (by θuv < 0)
hose decompositions of G for which u and v are in distinct components.

We close this section by establishing apx-hardness for the minimum multicut problem by a simple
eduction from the closely related maximum agreement correlation clustering problem.

roposition 2. The multicut problem is apx-hard even for costs c ∈ {−1, 1}E.

roof. See Appendix, p. 36.

As the minimum lifted multicut problem generalizes the multicut problem, we obtain

orollary 1. The lifted multicut problem (LMP) is apx-hard.

. Lifted multicut polytope

In this section, we study the geometry of the lifted multicut polytope LMC(G, Ĝ) defined by (2). To thisˆ
nd, we first state a description of LMC(G,G) in terms of linear inequalities and integrality constraints.
8
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f

Proposition 3. The polytope LMC(G, Ĝ) is the convex hull of all vectors x ∈ {0, 1}E∪F that satisfy the
ollowing inequalities:

xf ≤
∑

e∈EC \{f}

xe ∀ cycles C = (VC , EC) in G ∀f ∈ EC (3)

xuv ≤
∑

e∈EP

xe ∀ uv ∈ F and all uv-paths P in G (4)

1 − xuv ≤
∑

e∈δ(U)

(1 − xe) ∀ uv ∈ F and all uv-cuts δ(U) in G. (5)

Proof. See Appendix, p. 37.

We refer to (3)–(5) as the cycle, path and cut inequalities, respectively. According to Proposition 3, a
vector x ∈ {0, 1}E∪F is the characteristic vector of a multicut of Ĝ lifted from G if and only if, in addition
to the cycle inequalities in G, it satisfies all path and cut inequalities.

The cycle inequalities (3) are introduced by Chopra and Rao [1] for the multicut polytope MC(G).
The path inequalities (4) correspond to cycles in Ĝ where all edges except uv are edges also of G. Cycle
inequalities with respect to cycles in Ĝ that do not correspond to a path inequality are satisfied by all
points in LMC(G, Ĝ), by Proposition 1 and the fact that every multicut of Ĝ lifted from G is a multicut of
Ĝ. Yet, they are redundant in the description of LMC(G, Ĝ), as they are implied by the cut inequalities.

Remark 1. While the number of inequalities (3), (4), and (5) can be exponential, these inequalities
can be separated in polynomial time: For a given fractional solution x∗ ∈ [0, 1]E∪F , violated cycle and
path inequalities (3) and (4) can be found by computing shortest paths, and violated cut inequalities (5)
can be found by computing minimum uv-cuts. Both shortest paths and minimum uv-cuts with respect to
nonnegative edge weights defined by x∗ can be found efficiently.

5.1. Dimension and inclusion properties

In this section, we show that the lifted multicut polytope LMC(G, Ĝ) is full-dimensional as a polytope
in RE∪F . Additionally, we describe which lifted multicut polytopes are subsets of another lifted multicut
polytope. From this, we derive connections between faces of different lifted multicut polytopes.

Theorem 1. Let G = (V,E) be a connected graph and let Ĝ = (V,E ∪ F ) be an augmentation. Then

dim LMC(G, Ĝ) = |E ∪ F |.

Proof. See Appendix, p. 37.

Proposition 4. Let G = (V,E) be a connected graph, let Ĝ = (V,E ∪ F ) be an augmentation, and let
E′ ⊆ E ∪ F such that G′ = (V,E′) is connected. Then, LMC(G′, Ĝ) ⊆ LMC(G, Ĝ) if and only if E′ ⊆ E.

Proof. See Appendix, p. 37.

From the full dimensionality (Theorem 1) and the inclusion property (Proposition 4), we obtain the

following lemmata on facet-defining inequalities:

9
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Lemma 1. Let G = (V,E) be a connected graph, let Ĝ = (V,E ∪ F ) be an augmentation and let E′ ⊆ E

uch that G′ = (V,E′) is connected. Let a⊤x ≤ b be a valid inequality for LMC(G, Ĝ). Then, a⊤x ≤ b is valid
or LMC(G′, Ĝ). If, furthermore, a⊤x ≤ b is facet-defining for LMC(G′, Ĝ), then a⊤x ≤ b is facet-defining
or LMC(G, Ĝ).

roof. See Appendix, p. 38.

emma 2. Let G = (V,E) be a connected graph and let Ĝ = (V,E ∪ F ) and Ĝ′ = (V,E ∪ F ′) be
ugmentations of G with F ⊆ F ′ ⊆

(
V
2
)

\ E. Let a⊤x ≤ b with a ∈ RE∪F ′ and b ∈ R be a valid and
acet-defining inequality for LMC(G, Ĝ′). Let Ea = {e ∈

(
V
2
)

| ae ̸= 0} be the support of a and let ā ∈ RE∪F

ith āe = ae for e ∈ E ∪ F . If Ea ⊆ E ∪ F , then ā⊤y ≤ b is valid and facet-defining for LMC(G, Ĝ).

roof. See Appendix, p. 38.

.2. Facets from canonical inequalities

In this section, we investigate which of the inequalities 0 ≤ xe and xe ≤ 1 for e ∈ E ∪ F , and which of
he inequalities (3)–(5) are facet-defining for the lifted multicut polytope LMC(G, Ĝ). Since LMC(G, Ĝ) is
ull dimensional by Theorem 1, its facets are described by inequalities that are unique up to positive scalar
ultiplication. Moreover, a valid inequality a⊤x ≤ b is not facet-defining for LMC(G, Ĝ) if and only if every
that satisfies a⊤x = b also satisfies c⊤x = d where c is not a scalar multiple of a.
First, we characterize those edges e ∈ E∪F for which the inequality xe ≤ 1 defines a facet of LMC(G, Ĝ).

o this end, we consider separating sets: For a graph G = (V,E) and nodes u, v ∈ V a node set S ⊆ V is
alled a uv-separating set if any only if every uv-path in G contains at least one node in S. Furthermore, a
ode w ∈ V is called a uv-cut-node if any only if {w} is a uv-separating set.

heorem 2. Let G = (V,E) be a connected graph and let Ĝ = (V,E ∪ F ) be an augmentation. For
= st ∈ E ∪ F , the inequality xe ≤ 1 defines a facet of LMC(G, Ĝ) if and only if there is no uv ∈ F \ {e}

uch that s and t are uv-cut-nodes with respect to G.

roof. See Appendix, p. 38.

Next, we give conditions that contribute to identifying those edges e ∈ E ∪ F for which the inequality
≤ xe defines a facet of the lifted multicut polytope LMC(G, Ĝ).

heorem 3. Let G = (V,E) be a connected graph, let Ĝ = (V,E∪F ) be an augmentation and let e ∈ E∪F .
n case e ∈ E, the inequality 0 ≤ xe defines a facet of LMC(G, Ĝ) if and only if there is no triangle in Ĝ

hat contains e. In case uv = e ∈ F , the inequality 0 ≤ xe defines a facet of LMC(G, Ĝ) only if the following
ecessary conditions hold:

(i) There is no triangle in Ĝ that contains e.
(ii) The distance of any pair of uv-cut-nodes except uv itself is at least 3 in Ĝ.

(iii) There is no triangle in Ĝ consisting of nodes s, s′, t such that {s, s′} is a uv-separating node set and t
is a uv-cut-node.
Proof. See Appendix, p. 38.
10
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Next, we characterize those inequalities of (3) and (4) that are facet-defining for LMC(G, Ĝ). Chopra
nd Rao [1] show that a cycle inequality defines a facet of the multicut polytope MC(G) if and only if the
ssociated cycle is chordless. We establish a similar characterization of those cycle and path inequalities in
he description of LMC(G, Ĝ) from Proposition 3 that are facet-defining.

heorem 4. Let G = (V,E) be a connected graph and let Ĝ = (V,E∪F ) be an augmentation. The following
tatements hold true:

(a) For any cycle C = (VC , EC) in G and any f ∈ EC , the corresponding cycle inequality (3) defines a facet
of LMC(G, Ĝ) if and only if C is chordless in Ĝ.

(b) For any edge uv = f ∈ F and any uv-path P = (VP , EP ) in G, the corresponding path inequality (4)
defines a facet of LMC(G, Ĝ) if and only if EP ∪ {f} induces a chordless cycle in Ĝ.

roof. See Appendix, p. 39.

Any cycle inequality with respect to some cycle C = (VC , EC) in Ĝ and f ∈ EC is valid for LMC(G, Ĝ) as
it is valid for MC(Ĝ) which contains LMC(G, Ĝ), by Proposition 4. For any cycle inequality to define a facet
of LMC(G, Ĝ), it is necessary that the associated cycle is chordless, as is shown in the proof of Theorem 4.
In general, however, chordlessness is not a sufficient condition if the inequality is neither of the form (3) for
a cycle C in G nor of the form (4). For example, consider the graph Ĝ depicted in Fig. 2b. Here, the cycle
inequality xe1 ≤ xf + xe2 is dominated by the cut inequality xe1 ≤ xf ⇐⇒ 1 − xf ≤ 1 − xe1 together with
xe2 ≥ 0.

Next, we consider the cut inequalities (5). Our goal is to constrain the class of cuts that gives rise to
facet-defining inequalities. To this end, we define several concepts and apply these in Theorem 5 to formulate
necessary conditions under which cut inequalities define facets. Non-trivial examples of cuts whose associated
inequalities fail to define facets of LMC(G, Ĝ) are shown in Fig. 4.

For uv ∈ F and U ⊆ V such that u ∈ U , v /∈ U and δ(U) is a uv-cut we define

S(uv, U) =

⎧⎨⎩x ∈ LMC(G, Ĝ) ∩ ZE∪F

⏐⏐⏐⏐⏐ 1 − xuv =
∑

e∈δ(U)

(1 − xe)

⎫⎬⎭ ,

Σ (uv, U) = convS(uv, U),

i.e. Σ (uv, U) is the face defined by the cut inequality with respect to uv and δ(U), and S(uv, U) are the
integral points in that face.

Definition 6. Let G = (V,E) be a connected graph, let u, v ∈ V , and let U ⊆ V such that u ∈ U , v /∈ U

and δ(U) is a uv-cut. A connected, induced subgraph H = (VH , EH) of G is called (uv, U)-connected if

u, v ∈ VH and |EH ∩ δ(U)| = 1.

An example of a (uv, U)-connected component is shown in Fig. 3a.

Lemma 3. Let G = (V,E) be a connected graph and let Ĝ = (V,E ∪ F ) be an augmentation. For any
v ∈ F , let U ⊆ V such that u ∈ U , v /∈ U and δ(U) is a uv-cut. Every x ∈ S(uv, U) defines a decomposition
f G which contains at most one (uv, U)-connected component. That is, at most one maximal component of
he graph (V, {e ∈ E | xe = 0}) is (uv, U)-connected. It exists if and only if xuv = 0.
roof. See Appendix, p. 40.
11
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i
l

C

Fig. 4. Depicted above are graphs G = (V, E) (in black) and Ĝ = (V, E ∪ F ) (F in blue), distinct nodes u, v ∈ V and a uv-cut δ(U)
n G (as dotted lines). In any of the above examples, one condition of Theorem 5 is violated and thus, Σ(uv, U) is not a facet of the
ifted multicut polytope LMC(G, Ĝ). (a) Condition (C1) is violated for e. (b) Condition (C2) is violated as r and s are connected in any

(uv, U)-connected component. (c) Condition (C2) is violated as r and s are not connected in any (uv, U)-connected component. (d)
ondition (C2) is violated. Specifically, δ0(U) = {e0} and δ1(U) = {e1} in the proof of Theorem 5. (e) Condition (C2) is violated for

F ′ = {f1, f2}. (f) Condition (C3) is violated. (g) Condition (C3) is violated for F ′ = {f1, f2} and k = 1. (h) Condition (C4) is violated
for the u′v′-path with edges {f1, f2, f3}. (i) Condition (C4) is violated for the u′v′-path with edges {e, f1, f2}. (j) Condition (C5) is
violated for the cycle with edges {f1, f2, f3, f4}. (k) Condition (C5) is violated for the cycle with edges {e, f1, f2, f3}. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)

We denote by δF \{uv}(U) the set of edges in F , except uv, that cross the cut, i.e.

δF \{uv}(U) =
{
u′v′ ∈ F \ {uv}

⏐⏐ u′ ∈ U and v′ /∈ U
}
.

Furthermore, let
Ĝ(uv, U) = (V, δ(U) ∪ δF \{uv}(U))

denote the subgraph of Ĝ that comprises all edges of the cut induced by U , except uv. For any (uv, U)-
connected subgraph H = (VH , EH) of G, we denote by

′ ′ ′ ′ ′
FH = {u v ∈ δF \{uv}(U) | u ∈ VH and v ∈ VH}
12
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the set of those edges u′v′ ∈ δF \{uv}(U) such that H is also (u′v′, U)-connected. For an exemplary illustration
of the above definitions, see Fig. 3b.

Theorem 5. Let G = (V,E) be a connected graph and let Ĝ = (V,E ∪ F ) be an augmentation. For any
v ∈ F and any U ⊆ V with u ∈ U , v /∈ U and δ(U) a uv-cut, the polytope Σ (uv, U) is a facet of LMC(G, Ĝ)
nly if the following necessary conditions hold:

C1) For any e ∈ δ(U), there exists some (uv, U)-connected subgraph H = (VH , EH) of G such that e ∈ EH .
C2) For any ∅ ̸= F ′ ⊆ δF \{uv}(U), there exist an edge e ∈ δ(U) and (uv, U)-connected subgraphs

H = (VH , EH) and H ′ = (VH′ , EH′) of G such that

e ∈ EH and e ∈ EH′ and |F ′ ∩ F ′
H | ≠ |F ′ ∩ F ′

H′ |.

C3) For any f ′ ∈ δF \{uv}(U), any ∅ ≠ F ′ ⊆ δF \{uv}(U)\{f ′} and any k ∈ N, there exists a (uv, U)-connected
subgraph H = (VH , EH) with f ′ ∈ F ′

H such that |F ′ ∩ F ′
H | ≠ k or there exists a (uv, U)-connected

subgraph H ′ = (VH′ , EH′) with f ′ /∈ F ′
H′ such that |F ′ ∩ F ′

H′ | ≠ 0.
C4) For any u′ ∈ U , any v′ ∈ V \ U and any u′v′-path P = (VP , EP ) in Ĝ(uv, U), there exists a

(uv, U)-connected subgraph H = (VH , EH) of G such that

(u′ /∈ VH or ∃v′′ ∈ VP \ U : v′′ /∈ VH)
and (v′ /∈ VH or ∃u′′ ∈ VP ∩ U : u′′ /∈ VH).

C5) For any cycle C = (VC , EC) in Ĝ(uv, U), there exists a (uv, U)-connected subgraph H = (VH , EH) of G
such that

(∃u′ ∈ VC ∩ U : u′ /∈ VH)
and (∃v′ ∈ VC \ U : v′ /∈ VH).

Proof. See Appendix, p. 41.

Examples in which one of the Conditions (C1)–(C5) is violated are depicted in Fig. 4. On the contrary,
the example depicted in Fig. 3 satisfies all conditions from Theorem 5. And indeed, the respective cut
inequality defines a facet of the corresponding lifted multicut polytope, which we have verified numerically
by computing the affine dimension of all feasible solutions that satisfy the cut inequality with equality.

6. Multicuts lifted from trees and paths

In this section, we study multicuts of a tree T = (V,E) lifted to the complete graph. For any pair of
distinct nodes u, v ∈ V , we denote by Puv = (Vuv, Euv) the unique path from u to v in T . Moreover, we
write d(u, v) for the distance of u and v in T , i.e. the length of Puv.

Proposition 5. The lifted multicut polytope LMC(T ) with respect to a tree T = (V,E) is the convex hull of
all x ∈ {0, 1}(V

2 ) that satisfy

xuv ≤
∑

e∈Euv

xe ∀u, v ∈ V, d(u, v) ≥ 2 (6)

xe ≤ xuv ∀u, v ∈ V, d(u, v) ≥ 2, ∀e ∈ Euv. (7)

Proof. The claim follows from Proposition 3: Since T is a tree, there are no cycle inequalities (3). Moreover,

the path and cut inequalities (4) and (5) simplify to (6) and (7). □

13
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6.1. Tree partition problem

The lifted multicut problem (LMP) with respect to a tree T can be stated equivalently as the minimization
f a particular multilinear polynomial over binary inputs, which we refer to as the tree partition problem.
he problem consists in finding a decomposition of T such that the sum of costs associated with pairs
f nodes in distinct components is minimal. For trees, there is a one-to-one relation between the feasible
et of all decompositions on the one hand, and the set of all edge subsets on the other hand. For any
ecomposition, consider the set of those edges that straddle distinct components. For any edge subset,
onsider the decomposition obtained by cutting these edges. As for general graphs, the objective function
ssigns (positive or negative) costs to pairs of possibly non-neighboring nodes.

efinition 7 (Tree Partition Problem). Let T = (V,E) be a tree and θ̄ ∈ R(V
2 ). The optimization problem

min
z∈{0,1}E

∑
uv∈(V

2 )
θ̄uv

∏
e∈Euv

ze (TPP)

s called the instance of the tree partition problem with respect to T and θ̄. If T is a path, then we also refer
o (TPP) as the path partition problem with respect to T and θ̄.

It is straightforward to see, by a change of variables, that the tree partition problem (TPP) and the lifted
ulticut problem (LMP) for trees are equivalent (up to a constant):

roposition 6. The vector z ∈ {0, 1}E is a solution to the instance of (TPP) with respect to the tree
= (V,E) and costs θ̄ :

(
V
2
)

→ R if and only if the unique x ∈ LMC(T ) such that xe = 1 − ze for all e ∈ E

s a solution to the instance of (LMP) with respect to T and the cost vector θ = −θ̄.

roof. See Appendix, p. 44.

By Proposition 6, (TPP) corresponds to the minimization of a specific class of binary multilinear
unctions. More precisely, we call any n-variate binary multilinear function tree-sparse if it can be aligned
ith a tree such that n = |E| and every non-zero coefficient corresponds to the edge set of a path in the

ree. Similarly, we call it path-sparse if the tree is a path. Tree-sparse binary multilinear functions are exactly
hose multilinear functions that correspond to tree partition problems (TPP).

The tree partition problem, and thus (LMP) for trees, is np-hard in general (Proposition 7 below).
owever, the path partition problem is solvable in strongly polynomial time [6].

roposition 7. The tree partition (TPP) problem is np-hard.

roof. If T is a star (see Fig. 5a for an example), then (TPP) is equivalent to the unconstrained binary
uadratic program with |E| variables, which is well-known to be np-hard. □

.2. Lifted multicut polytope for trees

In this section, we study the facial structure of the lifted multicut polytope LMC(T ) for a tree T = (V,E).
e characterize all canonical facets and offer a relaxation of LMC(T ) that is tighter than the standard

elaxation given by Proposition 5. In Section 6.4, we show that our results yield a complete totally dual
ntegral description of the lifted multicut polytope for paths.
14
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Fig. 5. (a) A star augmented by additional (blue) edges between non-neighboring nodes. (b) The node u⃗(v) is the first internal node
n the path Puv. (c) A path of length at least three gives rise to an intersection inequality (10). (For interpretation of the references
o color in this figure legend, the reader is referred to the web version of this article.)

We denote the standard relaxation of LMC(T ) by

TPP0(T ) =
{
x :
(

V
2
)

→ [0, 1]
⏐⏐ x satisfies (6) and (7)

}
,

hich is obtained by dropping the integrality constraints from the definition of LMC(T ). Given two nodes
, v ∈ V such that d(u, v) ≥ 2, let u⃗(v) be the first node on the path Puv that is different from both u and
(cf. Fig. 5b), and consider the polytope

TPP1(T ) =
{
x :
(

V
2
)

→ [0, 1]
⏐⏐⏐ xuv ≤ xu,u⃗(v) + xu⃗(v),v ∀u, v ∈ V, d(u, v) ≥ 2,

xu⃗(v),v ≤ xuv ∀u, v ∈ V, d(u, v) ≥ 2
}
.

This description is compact in the sense that it only considers a quadratic number of node triplets, namely
those which feature two neighboring nodes and an arbitrary third node. The first inequality in the description
of TPP1(T ) is depicted in Fig. 5b. The following lemma states that TPP1(T ) is indeed a relaxation of LMC(T )
hat is at least as tight as TPP0(T ).

roposition 8. For a tree T = (V,E), we have LMC(T ) ⊆ TPP1(T ) ⊆ TPP0(T ).

roof. See Appendix, p. 44.

In general, the inclusions in Proposition 8 are strict, in particular TPP1(T ) is a strictly tighter relaxation
han TPP0(T ). For example, consider T = (V,E), the path of length 3, with V = {0, . . . , 3} and E =
{0, 1}, {1, 2}, {2, 3}}. For x :

(
V
2
)

→ [0, 1] with x01 = 0.5, x12 = 0.5, x23 = 0, x02 = 0.5, x13 = 0.5 and
03 = 1, we have x ∈ TPP0(T ) but x03 > x02 + x23, i.e. x /∈ TPP1(P ). For x :

(
V
2
)

→ [0, 1] with x03 = 1 and
e = 0.5 for all other edges e ̸= {0, 3}, we have x ∈ TPP1(T ) but x /∈ LMC(T ) (this can be seen, e.g., from
he fact that x violates an intersection inequality (10) which is valid for LMC(T ), see Lemma 4).

.3. Facets

In this section, we show which inequalities in the definition of TPP1(T ) define facets of LMC(T ). Moreover,
e present another type of inequalities associated with paths in T , which define facets of LMC(T ). We note

hat further facets can be established through the connection of LMC(T ) to the multilinear polytope and,
s a special case, the Boolean quadric polytope [47].

roposition 9. Let T = (V,E) be a tree and let u, v ∈ V with d(u, v) ≥ 2. The inequality

xuv ≤ xu,u⃗(v) + xu⃗(v),v (8)

efines a facet of LMC(T ) if and only if d(u, v) = 2.

15
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Proof. See Appendix, p. 45.

roposition 10. Let T = (V,E) be a tree and let u, v ∈ V with d(u, v) ≥ 2. The inequality

xu⃗(v),v ≤ xuv (9)

efines a facet of LMC(T ) if and only if v is a leaf of T .

roof. See Appendix, p. 45.

roposition 11. Let T = (V,E) be a tree. For any distinct u, v ∈ V , the inequality xuv ≤ 1 defines a facet
f LMC(T ) if and only if both u and v are leaves of T . Moreover, none of the inequalities 0 ≤ xuv define facets
f LMC(T ).

roof. See Appendix, p. 45.

Next, we present an additional class of facets of LMC(T ). For any u, v ∈ V with d(u, v) ≥ 3 consider the
nequality

xuv + xu⃗(v),v⃗(u) ≤ xu,v⃗(u) + xu⃗(v),v, (10)

hich we refer to as the intersection inequality. For an illustration, see Fig. 5c.

emma 4. Let T = (V,E) be a tree. Any intersection inequality is valid for LMC(T ).

roof. See Appendix, p. 45.

heorem 6. Let T = (V,E) be a tree. Any intersection inequality defines a facet of LMC(T ).

roof. See Appendix, p. 46.

Next, we establish the exact condition under which the intersection inequalities are valid and facet-
efining for the lifted multicut polytope LMC(G), for an arbitrary graph G. For an example, see Fig. 6.

heorem 7. Let G = (V,E) be a connected graph and let uu′, vv′ ∈ E such that u, u′, v, v′ are pairwise
istinct. Then, the intersection inequality

xuv + xu′v′ ≤ xuv′ + xvu′ (11)

s valid and facet-defining for LMC(G) if and only if {u, v′} is a vu′-separating node set and {v, u′} is a
v′-separating node set.

roof. See Appendix, p. 46.

emark 2. The separation problem for the class of valid and facet-defining intersection inequalities (11)
2
an be solved efficiently by enumeration, as there are O(|E| ) many.
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Fig. 6. Depicted above are a graph G and four nodes u, u′, v, v′ such that uu′ and vv′ are edges in G. The conditions of Theorem 7
re satisfied and the corresponding intersection inequality (11) defines a facet of LMC(G). The thick edges form a spanning tree T of
. Inequality (11) with respect to u, u′, v, v′ for LMC(G) coincides with the intersection inequality (10) with respect to u and v for

LMC(T ).

6.4. Lifted multicut polytope for paths

In this section, we show that the facets established in the previous section yield a complete description of
LMC(T ) when T is a path. To this end, suppose that V = {0, . . . , n} and E =

{
{i, i+1} | i ∈ {0, . . . , n−1}

}
re linearly ordered. Therefore, T = (V,E) is path. We consider only paths of length n ≥ 2, since for n = 1,
he polytope LMC(T ) = [0, 1] is simply the unit interval. Let PPP(n) be the convex hull of all x ∈ R(V

2 ) that
atisfy the system

x0n ≤ 1 (12)
xin ≤ xi−1,n ∀i ∈ {1, . . . , n− 1} (13)
x0i ≤ x0,i+1 ∀i ∈ {1, . . . , n− 1} (14)

xi−1,i+1 ≤ xi−1,i + xi,i+1 ∀i ∈ {1, . . . , n− 1} (15)
xj,k + xj+1,k−1 ≤ xj+1,k + xj,k−1 ∀j, k ∈ {0, . . . , n}, j < k − 2. (16)

ote that this system consists precisely of those inequalities that we have shown to define facets of LMC(T )
n the previous section. We first prove that PPP(n) indeed yields a relaxation of LMC(T ).

emma 5. For a path T of length n, we have LMC(T ) ⊆ PPP(n) ⊆ TPP1(T ).

roof. See Appendix, p. 46.

As our main result of this section, we prove that the system defining PPP(n) is in fact a complete
escription of LMC(T ) and, moreover, it is totally dual integral. For an extensive reference on the subject of
otal dual integrality, we refer the reader to [62].

heorem 8. The system (12)–(16) is totally dual integral.

roof. See Appendix, p. 47.

emark 3. The constraint matrix corresponding to the system (12)–(16) is in general not totally
nimodular. A minimal example is the path of length 4.

orollary 2. For a path T of length n, we have LMC(T ) = PPP(n).
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Proof. As the polytope corresponding to any totally dual integral system with integer right-hand side is
integral [63], and the data in (12)–(16) are all integral, the claim follows from Theorems 5 and 8. □

The path partition problem admits a smaller representation as a set partition problem where the variables
o not correspond to edges but to connected subpaths.

roposition 12. The path partition problem min {θ⊤x | x ∈ PPP(n)} is equivalent to the sequential set
partition problem

min Θ0n − Θ⊤λ (SSP)
subject to

∑
0≤i≤k≤j≤n

λij = 1 ∀k ∈ {1, . . . , n− 1}

λij ≥ 0 ∀i, j ∈ {0, . . . , n}, i ≤ j

with Θij =
∑

i≤k<ℓ≤j θkℓ for all i, j ∈ {0, . . . , n} with i ≤ j.

Proof. See Appendix, p. 48.

Each variable λij in (SSP) corresponds to the subpath containing nodes i to j. Problem (SSP) is precisely
the formulation of the path partition problem used by Joseph and Bryson [16]. It admits a quadratic number
of variables and a linear number of constraints (in contrast to a quadratic number of constraints in the
description of PPP(n)). The constraint matrix satisfies the consecutive-ones property with respect to its
columns. Therefore, the integrality constraint need not be enforced, since the constraint matrix is totally
unimodular.

Before closing this section, we observe that Theorem 8 leads to a second way of solving the path partition
problem by means of linear programing, alongside the formulation (SSP) from [16]. This complements the
fully combinatorial result of [6]. Moreover, the system (12)–(16) satisfies the assumptions of [64] which
imply that, for any linear objective function, the corresponding linear program over PPP(n) can be solved
in strongly polynomial time.

6.5. Lifting to an arbitrary graph

So far, we have lifted multicuts of a tree T = (V,E) to the complete graph with the node set V .
In this section, we study the lifted multicut problem for multicuts lifted from a tree T to an arbitrary
augmented graph Ĝ. This means that we are not interested in understanding whether u and v are in distinct
components (of the decomposition defined by multicut) for every pair {u, v} of nodes, but we are interested
in understanding this property only for a subset of pairs of nodes.

More formally, let T = (V,E) be a tree and let F ⊆
(

V
2
)

\ E contain all the pairs of non-neighboring
odes for which we wish to make explicit whether they are in the same component. The characteristic vector
∈ {0, 1}E of a multicut is lifted to the set {0, 1}E∪F with the identical meaning as in Section 6.1. Hence,

he lifted multicut polytope with respect to T and Ĝ becomes the convex hull of the vectors x ∈ {0, 1}E∪F

hat satisfy the following path and cut inequalities:

xuv ≤
∑

e∈Euv

xe ∀uv ∈ F (17)

xe ≤ xuv ∀uv ∈ F ∀e ∈ Euv (18)

As before, we denote the lifted multicut polytope with respect to T and Ĝ = (V,E∪F ) by LMC(T, Ĝ). The

ifted multicut problem, tree partition problem, and path partition problem are then defined accordingly.
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Two remarks are in order. On the one hand, the tree partition problem when lifting to an arbitrary graph
is np-hard, since lifting to the complete graph is a special case. On the other hand, the path partition problem
s still solvable in polynomial time, for instance, by lifting to the complete graph and setting the coefficients
o zero for all edges in

(
V
2
)
\F . Nevertheless, we study the case of lifting to a general graph from a polyhedral

erspective.

.5.1. Generalized intersection inequalities
In this section, we introduce a class of valid inequalities for the lifted multicut polytope when lifting to

n arbitrary augmented graph. We call these the generalized intersection inequalities. In fact, we will see
hat the intersection inequalities (10) are a special case, the one in which all pairs of nodes in (10) are in

∪ F . We remark that also the simpler inequalities (8) and (9) can be written as generalized intersection
nequalities, granted that all pairs of nodes that occur in (8) and (9), respectively, are in E ∪ F .

To begin with, let uv ∈ E ∪ F , let K be a finite, ordered index set, i.e. K = {1, . . . , |K|}, and for k ∈ K

let {uk, vk} ∈ E ∪ F such that Euv ∩Eukvk
̸= ∅, i.e. the paths Puv and Pukvk

must share at least one edge.
Starting from these paths, we define the following sets:

N1 = ∅

Nk = Euv ∩ Eukvk
∩

( ⋃
0<i<k

Euivi

)
∀k ∈ {2, . . . , |K|} (19)

Furthermore, for all k ∈ K for which Nk ̸= ∅, let fk ∈ E ∪ F such that Efk
⊆ Nk (where Efk

is the set of
edges on the unique path in T between the endpoints of fk). Then, we define the corresponding generalized
intersection inequality as

xuv +
∑
k∈K:
Nk ̸=∅

xfk
≤
∑
k∈K

xukvk
+

∑
e∈Euv\

⋃
k∈K

Eukvk

xe. (20)

roposition 13. The generalized intersection inequalities are valid for LMC(T, Ĝ).

roof. See Appendix, p. 48.

Next, we present two conditions every facet-defining generalized intersection inequality satisfies.

roposition 14. A generalized intersection inequality defines a facet of LMC(T, Ĝ) only if the following
ecessary conditions hold:

(i) For all k ∈ K such that Nk ̸= ∅, Efk
is maximal with respect to set inclusion.

(ii) For all k, k′ ∈ K, k ̸= k′ such that Efk
, Efk′ ⊆ Nk ∩Nk′ , we have fk = fk′ .

Proof. See Appendix, p. 49.

In the beginning of this section, we have claimed that the generalized intersection inequalities contain,
as a special case, the intersection inequalities for trees. Let us recall now the form of the intersection
inequalities (10). For u, v ∈ V such that d(u, v) ≥ 3, the intersection inequality is xuv + xu⃗(v),v⃗(u) ≤
xu,v⃗(u) + xu⃗(v),v. We can assume that {u, v}, {u⃗(v), v⃗(u)}, {u, v⃗(u)}, and {u⃗(v), v} all belong to E ∪ F .

therwise, the intersection inequality would not be well-defined. Let |K| = 2 and let {u1, v1} = {u, v⃗(u)}
nd {u2, v2} = {u⃗(v), v}. Note that Euv \ (Eu,v⃗(u) ∪ Eu⃗(v),v) = ∅. Thus, the last sum in (20) is vacuous. By
19), we have N1 = ∅ and N2 = Euv ∩ Eu⃗(v),v ∩ Eu,v⃗(u) = Eu⃗(v),v⃗(u). Hence, f2 can be chosen as the edge

u⃗(v), v⃗(u)}. In this case, (20) becomes precisely xuv + xu⃗(v),v⃗(u) ≤ xu,v⃗(u) + xu⃗(v),v.
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Fig. 7. Illustrated above is the generalized intersection inequality of Example 1. Depicted in black is a path, augmented by additional
edges F , depicted in blue, to form the augmented graph Ĝ. The edge Puv defined in Example 1 is depicted as a dashed blue line. The
dges corresponding to some fk are depicted as thick lines (black and blue). The edges representing paths indexed in K in Example 1

are depicted as solid thin lines in blue. Lastly, the only edge in Puv not contained in any other paths is the edge {8, 9} depicted as
dotted line in black. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of

his article.)

We conclude this section by discussing an example of a generalized intersection inequality that is not an
ntersection inequality.

xample 1. Let T = (V,E), where V = {0, . . . , 9}, E = {{i, i+ 1} | i = 0, . . . , 8}, and F = {{0, 5}, {1, 9},
2, 8}, {2, 6}, {3, 7}}. The augmented graph Ĝ = (V,E ∪ F ) is depicted in Fig. 7. Consider the generalized

intersection inequality
x19 + x34 + x26 ≤ x05 + x37 + x28 + x89. (21)

Here, uv = {1, 9}, |K| = 3 and {u1, v1} = {0, 5}, {u2, v2} = {3, 7}, and {u3, v3} = {2, 8}. By the
definition of the sets Nk in (19), it follows that N1 = ∅, N2 = E19 ∩ E37 ∩ E05 = {{3, 4}, {4, 5}}, and
N3 = E19 ∩ E28 ∩ (E05 ∪ E37) = {{2, 3}, {3, 4}, {4, 5}, {5, 6}, {6, 7}}. Then, we must pick f2 to be either
an edge in N2 or an edge in F such that the path between the endpoints of f is completely contained in
N2. Here, for example, f2 is chosen to be just one edge in N2, namely the edge {3, 4}. On the other hand,
we choose f3 to be an edge in F such that the endpoints are completely contained in N3. We observe that
{2, 6} ∈ F , and that E26 ⊆ N3. Therefore, we set f3 = {2, 6}.

In Fig. 7, we can observe the relation between the “center” of the inequality, i.e. uv = {1, 9}, and the
other terms. We remark that the union of the paths indexed by K does not need to be a subpath of Puv. In
fact, {0, 1} ∈

⋃
k∈K Eukvk

\ Euv. Nor must the union of these paths cover Puv. This last fact is highlighted
in the example, as we see that {8, 9} ∈ Euv but {8, 9} is not on any of the paths Pukvk

. Hence, in (21), we
have

xuv = x19,
∑
k∈K:
Nk ̸=∅

xfk
= x34 + x26,

∑
k∈K

xukvk
= x05 + x37 + x28,

∑
e∈Euv\

⋃
k∈K

Eukvk

xe = x89.

By means of Fourier–Motzkin elimination (see e.g. [65], implemented e.g. in PORTA [66]), we have
computed all facets of this lifted multicut polytope with respect to T and Ĝ. It has a total of 56 facets.
Of these, 11 are given by the bounds on the variables, 16 are cut inequalities (18), 3 are path inequalities
(17), and 26 facets are induced by generalized intersection inequalities. In this example, it is impossible to
construct “regular” intersection inequalities (10). One of the 26 facets is given by (21). In this example, the
generalized intersection inequalities, together with the bounds on the variables, the path and cut inequalities,
provide a perfect formulation of LMC(T, Ĝ). We close the example by observing that this does not happen
when T is a tree. In fact, consider T and Ĝ as depicted in Fig. 9. Then, it can be checked that the inequality
x14 +x25 +x46 ≤ x12 +x13 +x34 +x36 + 1 defines a facet of LMC(T, Ĝ) and is not a generalized intersection

inequality.
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6.6. Connections to the multilinear polytope

In Section 6.1, we have seen that the lifted multicut problem on trees is equivalent to the tree partition
problem, which in turn is a special case of binary multilinear optimization. Here, we explore this connection
in more detail. To begin with, we recall elementary notions from the field of binary multilinear optimization:

Notation. Given a binary multilinear optimization problem, it is common practice to introduce an extra
variable for each monomial of length at least 2, see, e.g., [67,68]. Once this is done, the object S = {(x, y) |

I =
∏

i∈I xi, I ∈ I, x ∈ {0, 1}n} is studied. In order to exploit the structure of the problem better, a
ypergraph representation can be used, where H = (V̄ , Ē) is a hypergraph if Ē consists of subsets of
V̄ . We will say that V̄ is the set of nodes of H, while Ē is the set of edges of H. Note that if all the
dges contain only two nodes, then the hypergraph is simply a regular graph. Each node of H represents a
ariable of the multilinear form, and each edge of H corresponds to a monomial. By using the hypergraph
epresentation, the multilinear polytope MPH is then defined by Del Pia and Khajavirad [55] as the convex
ull of {z ∈ {0, 1}V̄ ∪Ē | ze =

∏
v∈e zv, e ∈ Ē}.

With this notation set in place, we observe from Section 6.1 that each edge of the tree T in the lifted
ulticut problem becomes a node in the hypergraph H representing the tree partition problem. Furthermore,

every augmented edge f ∈ F in the lifted multicut problem becomes an edge in H containing the edges on
the unique path between the endpoint of f . Hence, V̄ = E, where E is the set of edges of the tree T , and
¯ = {Euv | uv ∈ F}, where F has the same meaning as in Section 6.5. Proposition 6 states that the lifted

ulticut problem on trees is equivalent to the tree partition problem when applying the affine transformation
e = 1 − ze for e ∈ E = V̄ , and xuv = 1 − zEuv for uv ∈ F and hence Euv ∈ Ē.

.6.1. Inequalities
We begin our analysis by establishing correspondences in the multilinear setting of the inequalities defined

n Sections 6.1 and 6.2, starting with path and cut inequalities (6) and (7). It is easy to see that these sets
f inequalities lead to the inequalities in the standard linearization of the multilinear sets that are different
rom the bounds 0 ≤ z ≤ 1, see, e.g., [69]. In particular, inequalities (6) become

∑
e∈Euv

ze −zEuv ≤ |Euv|−1
or every Euv ∈ Ē, after applying the affine transformation described in the previous paragraph. Similarly,
nequalities (7) correspond to the inequalities zEuv ≤ ze defined for all Euv ∈ Ē, for all e ∈ Euv.

Now, we move on to considering the facets identified in Section 6.2, namely inequalities (8), (9), (10), and
heir affine transformations in the multilinear setting. Let us start from inequality (8). It is easy to see that
he affine transformation results in zEu,u⃗(v) + zEu⃗(v),v

− zEuv ≤ 1. This inequality is a flower inequality with
he edge Euv as a center and only one adjacent edge, which is Eu⃗(v),v. In particular, this edge contains all
he nodes in Euv except for one. This node is precisely the one corresponding to {u, u⃗(v)}. We refer to [69]
or a thorough introduction to flower inequalities.

Consider now inequality (9). After the transformation, this becomes zEuv −zEu⃗(v),v
≤ 0, a flower inequality

s well. Here, the center is Eu⃗(v),v and the only adjacent edge is Euv that strictly contains Eu⃗(v),v. Note that
his is, in particular, also a 2-link inequality as defined by Crama and Rodŕıguez-Heck [70]. We remind the
eader that 2-link inequalities have been generalized by the flower inequalities.

Next, we look into inequality (10). This becomes −zEu⃗(v),v⃗(u) + zEu,v⃗(u) + zEu⃗(v),v
− zEuv ≤ 0, once the

ransformation is applied. We observe that this inequality resembles the running intersection inequalities
ntroduced by Del Pia and Khajavirad [56]. In fact, there is a center, Euv, and two neighbors, Eu,v⃗(u),

u⃗(v),v, that satisfy the running intersection property. However, Eu⃗(v),v⃗(u) is in general an edge contained in
u,v⃗(u) ∩Eu⃗(v),v rather than a node, unless d(u, v) = 3 in T . We discuss this connection more in depth now,

n connection with the generalized intersection inequalities that contain the intersection inequalities, as we
ave seen in the previous section.
21
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Consider the generalized intersection inequalities (20) that are valid for the more general case in which
we lift the tree T to an arbitrary augmented graph Ĝ. When we apply the affine transformation from the
ifted multicut polytope to the multilinear polytope, an arbitrary inequality of the type (20) becomes

−
∑
k∈K:
Nk ̸=∅

zfk
+

∑
e∈Euv\

⋃
k∈K

Eukvk

ze +
∑
k∈K

zEukvk
− zEuv ≤

⏐⏐⏐⏐⏐Euv \
⋃

k∈K

Eukvk

⏐⏐⏐⏐⏐+ |K| −
⏐⏐{k ∈ K | Nk ̸= ∅}

⏐⏐− 1. (22)

ote that (22) includes the running intersection inequalities, namely in the special case of (22) where Euk,vk

or k ∈ K satisfy the running intersection property. The interested reader will have noticed the similarities
etween our definition of the sets Nk in (19) and the definition of N(e0 ∩ek) by Del Pia and Khajavirad [56].

Moreover, our proof of the validity of the generalized intersection inequalities, Proposition 13, uses the same
technique as the proof by Del Pia and Khajavirad [56] of the validity of the running intersection inequalities.
At the same time, there are several differences between the two classes of inequalities: 1. In the generalized
intersection inequalities, we do not take into account the number of components of G̃, as we do not need
it in order to determine the right-hand side. In fact, all terms in the generalized intersection inequalities
are variables. 2. We do not assume the running intersection property. This also implies that, in general,
the right-hand side of (22) is not equal to the number of components of G̃ minus 1, like instead happens
when the running intersection property holds for the sets N(e0 ∩ ek). 3. Some of the paths might comprise
only one edge (which would become simply one node in the multilinear setting and not an edge, as required
instead by the definition of running intersection inequalities). 4. We allow uk ∈ N(e0 ∩ ek) to possibly be an
edge of the hypergraph (not just a node). To the best of our knowledge, the most general result regarding
the separation problem for the inequalities mentioned above concerns the flower inequalities [71]. The NP-
hardness of this separation problem however does not immediately transfer to the separation problems of
the running intersection inequalities nor of the generalized intersection inequalities, whose complexity is an
open problem for both classes.

We close this section by showing that the generalized intersection inequalities are not a trivial gener-
alization of the running intersection inequalities. For example, the inequality (21) of Example 1 is not a
running intersection inequality, after the affine transformation is applied. Recall, however, that it defines
a facet of LMC(T, Ĝ). Observe that the running intersection property does not hold for the order of the
paths chosen, i.e. P05, P37, and finally P28. That property holds only if we change the order in which we
consider the paths, but then it would be impossible to have x26 in the left-hand side and hence obtain the
facet-defining inequality (21). Moreover, out of all the necessary conditions and sufficient conditions for a
running intersection inequality to be facet-defining, only one of the necessary conditions still holds for the
generalized intersection inequalities. Namely, this is Condition (ii) in Proposition 14. All other necessary
conditions, as well as the sufficient condition, described by Del Pia and Khajavirad [56] turn out to be
violated in this case.

6.6.2. Path partition problem
When we assume that T is a path, we can establish more: We can prove that the path partition problem is

a special case of binary multilinear optimization on β-acyclic hypergraphs, which are hypergraphs that do not
contain any β-cycle. For a complete introduction to the different types of cycles that can arise in hypergraphs,
we refer the reader to [72]. Del Pia and Di Gregorio [73] show that binary multilinear optimization on β-
acyclic hypergraphs can be solved in strongly polynomial time. However, their approach is not polyhedral,

and a complete description of the multilinear polytope in the β-acyclic setting is currently unknown.
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Fig. 8. Depicted above is a β-acyclic hypergraph H for which the β-acyclic binary multilinear problem represented by H is not a
path partition problem.

In order to show that the path partition problem can be formulated as a β-acyclic binary multilinear
problem, we use the characterization of β-acyclic hypergraphs that can be found in [74]. This characterization
is based on the definition of a nest point. In any hypergraph H = (V̄ , Ē), a node v̄ is called a nest point if,
for every two edges ē, f̄ that contain v̄, we have ē ⊆ f̄ or f̄ ⊆ ē.

Theorem 9 ([74]). A hypergraph H is β-acyclic if and only if, after removing successively a nest point, we
obtain the empty hypergraph.

Proposition 15. Let T = (V,E) be a path, and let Ĝ = (V,E ∪ F ) be an augmentation of T . Then, the
corresponding path partition problem is represented by a β-acyclic hypergraph.

Proof. See Appendix, p. 50.

On other hand, not all β-acyclic binary multilinear problems can be represented via a path partition
problem. For example, consider the hypergraph H = (V̄ , Ē) depicted in Fig. 8, where V̄ = {v̄1, v̄2, v̄3, v̄4,
v̄5} and Ē = {{v̄1, v̄2, v̄3}, {v̄2, v̄3, v̄4}, {v̄3, v̄5}}. By Theorem 9, it can be checked easily that H is β-acyclic.
Assume that H is the hypergraph corresponding to a path partition problem. Then, T = (V,E) is a path with
6 nodes {0, 1, 2, 3, 4, 5} and 5 edges {{0, 1}, {1, 2}, {2, 3}, {3, 4}, {4, 5}}. Observe that the paths represented
by {v̄1, v̄2, v̄3}, {v̄2, v̄3, v̄4} contain three edges each, two of them in common. Without loss of generality, we
can hence assume that the path represented by {v̄1, v̄2, v̄3} is P03, and similarly, that the path corresponding
to {v̄2, v̄3, v̄4} is P14. The third edge of H is {v̄3, v̄5}, so its corresponding path in T must contain the only
edge in T that is neither on P03 nor on P14, together with one edge that is in common between P03 and
P14. Thus, {v̄3, v̄5} corresponds to either {{1, 2}, {4, 5}} or {{2, 3}, {4, 5}}. However, none of them induces
a path, since the two edges in both possibilities are not adjacent. We conclude that the β-acyclic binary
multilinear problem represented by H is not a path partition problem.

Lastly, we observe that the tree partition problem cannot be represented by β-acyclic hypergraphs in
general. In fact, we can consider T = (V,E) with V = {1, 2, 3, 4, 5, 6} and E = {{1, 2}, {1, 3}, {3, 4}, {3, 5},
{5, 6}}, and Ĝ = (V,E ∪ F ) where F = {{1, 4}, {2, 5}, {3, 6}, {4, 6}}. Then, we construct the hypergraph
H representing the corresponding tree partition problem. It remains to observe that the three nodes in H

corresponding to {1, 3}, {3, 4}, {3, 5} together with the three edges in H related to the paths P14, P46, P25

form a β-cycle in H. Both Ĝ and H are depicted in Fig. 9.

7. Multicuts lifted from cycles

In this section, we study the facial structure of the lifted multicut polytope LMC(C) for a cycle C = (V,E).
To begin with, we note that the lifted multicut problem for a cycle C, in the following called cycle partition
problem, can be solved in strongly polynomial time, by solving a linear number of path partition problems:
23
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Fig. 9. Depicted above are (a) an augmented graph Ĝ = (V, E ∪ F ) with augmented edges F depicted in blue. (b) The hypergraph H

epresenting the corresponding tree partition problem. (For interpretation of the references to color in this figure legend, the reader
s referred to the web version of this article.)

or any given edge in C, remove that edge from C and take it to be an augmented edge in the resulting
path partition problem. The feasible solutions of this path partition problem are also feasible for the cycle
partition problem. Conversely, each feasible solution of the cycle partition problem is a feasible solution of at
least one of the path partition problems (the all zeros solution is feasible for all path partition problems and
all other solutions are feasible for those path partition problems that are obtained by removing an edge that
is cut by the solution). As the coefficients of the objective function remain the same, any feasible solution
provides the same objective value for both the path partition problem and the cycle partition problem.
Therefore, the optimal solution of the cycle partition problem can be obtained by solving all path partition
problems that are obtained by removing one edge respectively and picking a solution with minimal objective
value. The path partition problem can be solved in strongly polynomial time, as discussed in Section 6.4.

Despite this simple reduction to the path partition problem and despite the simple description of the
lifted multicut polytope for paths (cf. Corollary 2), the lifted multicut polytope for cycles does not admit a
simple description. For a path P with 8 nodes, LMC(P ) has 34 facets. For a cycle C with 8 node, LMC(C)
has 37815 facets.

We proceed as follows: First and for clarity, we introduce some notation for describing a cycle C of size
n and its properties. Then, we state which of the cycle, path, cut and box inequalities are facet-defining for
LMC(C). Thereafter, we show that most of the known facet-defining inequalities of the multicut polytope
MC(Kn) of the complete graph with n nodes, while valid, are not facet-defining for LMC(C). As our main
contribution in this section, we establish several large classes of facet-defining inequalities for LMC(C). Of
particular significance are the half-chorded odd cycle inequalities, as they are also valid and facet-defining for
MC(Kn).

Notation.
Let n be the size of the cycle C = (V,E). For convenience, we identify the n nodes with Zn, the ring of

integers modulo n, such that E = {{v, v + 1} | v ∈ Zn}. Then, we have C = (Zn, E). Consistent with the
revious sections, we let F :=

(Zn
2
)

\E and let Kn = (Zn, E ∪F ) = (Zn,
(Zn

2
)
) be the complete graph on the

odes Zn. For brevity, let
Xn := LMC(C) ∩ {0, 1}(Zn

2 )

enote the set of all characteristic vectors of multicuts of Kn lifted from C. For any v, w ∈ Zn, we define
he interval from v to w as [v, w] := {u ∈ Zn | u − v ≤ w − v} = {v, v + 1, . . . , w − 1, w}. Additionally, we
efine the (half) open intervals ]v, w[ := [v, w] \ {v, w} and ]v, w] := [v, w] \ {v} and [v, w[ := [v, w] \ {w}. For
ny integer 1 ≤ k ≤ n, we call a cyclic sequence v :Zk → Zn true to the cycle C if one of the following two
onditions holds:

(a) vi ∈ [v0, vi+1[ for all i = 0, . . . , k − 2,

(b) vi ∈ ]vi+1, v0] for all i = 0, . . . , k − 2.

24
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If (a) holds, the node vi comes before the node vi+1 in v0, v0 + 1, v0 + 2, . . . for all i = 0, . . . , k − 2. If (b)
olds, the node vi comes before the node vi+1 in v0, v0 − 1, v0 − 2, . . . . In order to make such a sequence
xplicit, we write ⟨v0, . . . , vk−1⟩. For example, let n = k = 4. The cyclic sequences ⟨0, 1, 2, 3⟩, ⟨2, 3, 0, 1⟩ and
1, 0, 3, 2⟩ are true to C, while ⟨0, 2, 1, 3⟩ and ⟨3, 2, 0, 1⟩ are not. Notice: If ⟨v0, . . . , vk−1⟩ satisfies (a), the
everse cyclic sequence ⟨vk−1, . . . , v0⟩ satisfies (b), and vice versa. In the following, we assume without loss
f generality that (a) is satisfied when we say a cyclic sequence is true to C.

With this notation, the cycle, path and cut inequalities (3), (4) and (5) can be written compactly for the
ifted multicut polytope for cycles.

roposition 16. The lifted multicut polytope LMC(C) for a cycle C = (Zn, E) is the convex hull of all
ectors x ∈ {0, 1}(Zn

2 ) that satisfy the cycle, path and cut inequalities for cycles:

xe ≤
∑

e′∈E\{e}

xe′ ∀e ∈ E (23)

xvw ≤
∑

u∈[v,w[

xu,u+1, xvw ≤
∑

u∈[w,v[

xu,u+1 ∀vw ∈ F (24)

1 − xvw ≤ (1 − xs,s+1) + (1 − xt,t+1) ∀vw ∈ F ∀s ∈ [v, w[ ∀t ∈ [w, v[ (25)

roof. The claim follows from Proposition 3: Since C is the only cycle in C, the cycle inequalities (3) can
e written as (23). For any vw ∈ F , there are precisely two vw-paths, namely the paths along the nodes
v, w] and [w, v], respectively. Thus, the path inequalities (4) can be written as (24). For any vw ∈ F , any
w-cut in C consists of precisely two edges e = {s, s+1} and e′ = {t, t+1} for some s ∈ [v, w[ and t ∈ [w, v[.
hus, the cut inequalities (5) can be written as (25). □

otation.
Every (connected) component of C = (Zn, E) that is not the entire graph is of the form [v, w] for some

, w ∈ Zn. Every decomposition of C into k ≥ 2 components is a partition of Zn of the form {]v0, v1],
v1, v2], . . . , ]vk−2, vk−1], ]vk−1, v0]} for some v :Zk → Zn true to C. For brevity, we introduce the following
otation: For any set of nodes W ⊆ Zn with k := |W | ≥ 2, let w : Zk → W bijective and true to C, let
W := {]wi, wi+1] | i ∈ Zk}, and let

χ(W ) := 1ϕKn (ΠW ), (26)

he characteristic vector corresponding to the multicut of Kn lifted from C where the edges that are cut in
are precisely the wiwi+1 for which i ∈ Zk. For an example, see Fig. 10. With the convention χ(∅) := 0, the

ero vector, this notation allows us to describe precisely all characteristic vectors of multicuts of Kn lifted
rom C, as Xn = {χ(W ) | W ⊆ Zn, |W | ≠ 1}.

.1. Canonical facets

In the following, we apply our results on the conditions under which the canonical inequalities are
acet-defining for general graphs from Section 5.2 to the special case of cycles.

orollary 3 (of Theorem 2). For any integer n ≥ 3, the cycle C = (Zn, E) and any e ∈
(Zn

2
)
, the inequality

e ≤ 1 defines a facet of LMC(C).

orollary 4 (of Theorem 3). For any integer n ≥ 3, the cycle C = (Zn, E) and any e ∈
(Zn

2
)
, the inequality

≤ x does not define a facet of LMC(C).
e

25
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Fig. 10. Consider a cycle C with n = 8 nodes, here enumerated counterclockwise. Depicted above are (a) the lifted multicut
corresponding to the vector χ({w0, w1, w2}), with cut edges drawn as dotted lines, and in (b) the corresponding decomposition
of C.

Corollary 5 (of Theorem 4). For any integer n ≥ 4 and the cycle C = (Zn, E), none of the cycle inequalities
23) defines a facet of LMC(C).

orollary 6 (of Theorem 4). For any integer n ≥ 3 and the cycle C = (Zn, E), a path inequality (24) defines
facet of LMC(C) if and only if the path has length 2.

Note that, for n = 3, cycle inequalities coincide with path inequalities for paths of length 2.

Proposition 17. For any integer n ≥ 3, the cycle C = (Zn, E) and any f = vw ∈ F , let δ(U) = {e, e′} be
vw-cut. The cut inequality 1 − xf ≤ (1 − xe) + (1 − xe′) defines a facet of LMC(C) only if e and e′ share a
ode.

roof. See Appendix, p. 50.

Proposition 17 gives only a necessary conditions for a cut inequality to be facet-defining. The only vw-cuts
hat satisfy this necessary condition are {{v−1, v}, {v, v+1}} and {{w−1, w}, {w,w+1}}. In Section 7.5, we
stablish classes of inequalities that generalize those inequalities and show that these classes of inequalities
re indeed facet-defining, i.e. the condition in Proposition 17 is not only necessary but also sufficient (cf.
orollary 13).

.2. Facets inherited from the multicut polytope for complete graphs

Since LMC(C) ⊆ MC(Kn) (cf. Proposition 4), any inequality that is valid for MC(Kn) is valid also for
MC(C). This raises the question which of the known classes of facet-defining inequalities of MC(Kn) are
acet-defining also for LMC(C). Below, we show that, with a few exceptions that coincide with canonical
nequalities, many of the known classes of facet-defining inequalities of MC(Kn) are not facet-defining for
MC(C). For clarity, we state those inequalities that were introduced originally for the isomorphic clique
artitioning polytope equivalently here for MC(Kn), by substituting 1 − x for x.

efinition 8 (Definition 1.1 of [20]). Let p, q ≥ 1, r ≥ 0 with p − q ≥ 2r + 1 and let S, T ⊂ Zn with
∩ T = ∅, |S| = q and |T | = p. Let v :Zp → T bijective. The anti-web with respect to r and v is defined as
W := {{vi, vi+ℓ} | i ∈ Zp, ℓ ∈ {1, . . . , r}}, the web with respect to r and v is defined as W :=

(
T
2
)

\ AW .
he clique-web inequality with respect to r, S, T and W is defined as∑

xe +
∑

xvw −
∑

xvw ≤ (p− q)(p− q − 2r − 1)
2 . (27)
e∈W v,w∈S,v ̸=w v∈S,w∈T

26
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Lemma 6 (Proposition 1.7 of [20]). The clique-web inequality (27) is valid for the multicut polytope of the
omplete graph MC(Kn).

heorem 10 (Theorem 1.11 of [20] and Proposition 3 of [21]). For any integers p, q ≥ 1 and r ≥ 0 with
+ q ≤ n, p − q ≥ 2r + 1, q ≥ p−1

2 − r if r ≥ 1, and q ≥ 2 if p − q = 2r + 1, the clique-web inequality (27)
efines a facet of MC(Kn).

roposition 18. For any integer n ≥ 3 and the cycle C = (Zn, E), the clique-web inequality (27) is facet-
efining for LMC(C) if and only if it coincides with a path inequality (24) of a path of length 2, i.e. p = 2,
= 1, r = 0, S = {u} and T = {u− 1, u+ 1} for some u ∈ Zn.

roof. See Appendix, p. 50.

The clique-web inequalities (27) generalize several other classes of facet-defining inequalities of MC(Kn):
or q = 2, p = 1 and r = 0, the clique-web inequality (27) is a triangle inequality from [5]. For r ≥ 0,
p = 2r + 3 and q = 1 (respectively q = 2), the clique-web inequality (27) coincides with a wheel inequality
(respectively bicycle wheel inequality) from [1] (cf. Section 1.3 of [20]). For r = 0, the clique-web inequality
(27) is a [S, T ]-inequality (also called 2-partition inequality) from [5]. By Proposition 18, all those inequalities
are not facet-defining for the polytope LMC(C), unless they coincide with a path inequality (24) for a path
of length 2.

Definition 9 (Section 5 of [5]). Let 5 ≤ k ≤ n and let v : Zk → Zn be injective. The 2-chorded cycle
inequality with respect to v0, . . . , vk−1 is defined as∑

i∈Zk

(
xvivi+2 − xvivi+1

)
≤
⌊
k

2

⌋
. (28)

heorem 11 (Theorem 5.1 of [5]). The 2-chorded cycle inequality (28) is valid for MC(Kn). It defines a
acet of MC(Kn) if and only if k is odd.

roof. See Appendix, p. 51.

roposition 19. For any integers 5 ≤ k ≤ n, the cycle C = (Zn, E) and any v :Zk → Zn injective, the
-chorded cycle inequality (28) can only be facet-defining for LMC(C) if the following necessary conditions
re satisfied:

(i) v is true to C
(ii) k = 5.

roof. See Appendix, p. 51.

For k = 5, the 2-chorded cycle inequality coincides with a half-chorded odd cycle inequality from
ection 7.4. By Theorem 12, it is facet-defining for LMC(C) if and only if v :Z5 → Zn is true to C. Therefore
he conditions in Proposition 19 are not only necessary but also sufficient.

In the literature, several other classes of facet-defining inequalities of MC(Kn) are obtained by lifting
nd/or patching the facet-defining inequalities discussed above [2,22–24]. For example, the general 2-partition
nequalities from [22] are obtained by patching 2-partition inequalities, the special case of the clique-web
nequalities (27) with r = 0. The proofs showing that the derived classes of inequalities are facet-defining
27
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rely on the fact that the initial classes of inequalities are facet-defining. We conjecture that the derived
inequalities are not facet-defining for LMC(C). This conjecture is supported by computational experiments,
f. Remark 5.

.3. Intersection inequalities

In this section, we apply the results about the intersection inequalities for arbitrary graphs from
heorem 7 to the special case of the cycle.

orollary 7. For any integer n ≥ 3, the cycle C = (Zn, E) and any vw ∈ F , the intersection inequality
with respect to vw, written below, is valid and facet-defining for LMC(C).

xv,w+1 + xv+1,w ≤ xvw + xv+1,w+1 (29)

roof. The claim follows from Theorem 7, since {v + 1, w + 1} is a vw-separating node set and {v, w} is
v + 1, w + 1-separating node set. □

.4. Half-chorded odd cycle inequalities

In this section, we take three steps. Firstly, we introduce a class of inequalities that are valid and facet-
efining for MC(Kn), the multicut polytope of the complete graph. Secondly, we establish conditions under
hich these inequalities are facet-defining for LMC(C). Thirdly, we obtain facet-defining inequalities for the

ifted multicut polytope LMC(G) for arbitrary graphs G that arise from cycles in G.

efinition 10. Let 5 ≤ k ≤ n with k odd, let d = k−1
2 , and let v :Zk → Zn be injective. The half-chorded

odd cycle inequality with respect to v is defined as∑
i∈Zk

(
xvivi+d

− xvivi+1

)
≤ k − 3. (30)

Herein, the edges vivi+1 for i ∈ Zk form a cycle in Kn, while the edges vivi+d are half-chords of that cycle,
.e. chords that halve the cycle into two parts with d and d+1 edges, respectively. For d = 2, the half-chords
re 2-chords and the half-chorded odd cycle inequality coincides with the 2-chorded cycle inequality (28)
rom [5]. Note that the edges vivi+d for i ∈ Zk also form a cycle in Kn, and that the edges vivi+1 are the
-chords of that cycle. Therefore, the left hand side of (30) is the negative of the left hand side of (28), and
ogether the inequalities can be written as

− d ≤
∑
i∈Zk

(
xvivi+d

− xvivi+1

)
≤ k − 3. (31)

or an illustration of the support graph of a half-chorded odd cycle inequality, see Fig. 11.

roposition 20. For any n ∈ N, there are
n∑

k=5 odd

n!
(n− k)! 2k

istinct half-chorded odd cycle inequalities.

roof. See Appendix, p. 53.
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Fig. 11. Depicted above is the support graph of a half-chorded odd cycle inequality (30) for d = 3. The edges {vi, vi+d} corresponding
to coefficients +1 are depicted as solid lines, the edges {vi, vi+1} corresponding to coefficients −1 are depicted as dashed lines.

We show that the half-chorded odd cycle inequalities are Chvátal inequalities for MC(Kn) and, thus, are
valid for MC(Kn). We refer to [62] for a thorough introduction to Chvátal inequalities.

Lemma 7. The half-chorded odd cycle inequalities (30) are Chvátal inequalities for the multicut polytope
MC(Kn) of the complete graph. In particular, they are valid for MC(Kn).

Proof. See Appendix, p. 53.

By Proposition 4, the lifted multicut polytope LMC(C) is a subset of the multicut polytope MC(Kn).
Thus, we obtain the following corollary.

Corollary 8 (of Lemma 7). For any integer n ≥ 3 and the cycle C = (Zn, E), the half-chorded odd cycle
inequalities (30) are valid for LMC(C).

In order to show that the half-chorded odd cycle inequalities are facet-defining, we establish which
characteristic vectors χ(W ), defined in (26), satisfy (30) with equality:

Lemma 8. For any integers 5 ≤ k ≤ n with k odd, d = k−1
2 , and for the cycle C = (Zn, E), let

: Zk → Zn be injective and true to C. Furthermore, let W ⊆ Zn with |W | ≠ 1, and let x := χ(W ).
efine I :=

{
i ∈ Zk | W ∩ [vi, vi+1[ ̸= ∅

}
the set of indices i such that the path along the nodes [vi, vi+1] is cut

ith respect to x. Then, x satisfies the half-chorded odd cycle inequality (30) with respect to v with equality if
nd only if precisely one of the following conditions is satisfied:

(a) |I| = 2 and for all j, ℓ ∈ I with j ̸= ℓ, we have j − ℓ ∈ {d, d+ 1}
(b) |I| = 3 and for all j, ℓ ∈ I with j ̸= ℓ, we have j − ℓ ∈ {1, . . . , d} or ℓ− j ∈ {1, . . . , d}

roof. See Appendix, p. 53.

For an illustration of a lifted multicut corresponding to χ(W ) that satisfies a half-chorded odd cycle
nequality (30) with equality, see Fig. 12.

emma 9. For any integers 5 ≤ k ≤ n with k odd, and for the cycle C = (Zn, E), let v : Zk → Zn be
njective. If v is true to C, then the half-chorded odd cycle inequality (30) with respect to v is facet-defining
or LMC(C).

roof. See Appendix, p. 54.

29
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Fig. 12. Depicted above is a half-chorded odd cycle inequality (30) for n = 18 and k = 5, along with the decomposition of the cycle
C (black edges) that corresponds to x := χ(W ) with W = {w0, . . . , w4}. Observe that the nodes are enumerated counterclockwise.
The support graph of the inequality is depicted by the blue edges where the edges with coefficients +1 and −1 are depicted by
continuous and dashed lines, respectively. The components of the decomposition of C are depicted as blue areas. The edges {vi, vi+2}
for i = 0, . . . , 4 are all cut with respect to x. The edges {v0, v1} and {v3, v4} are not cut with respect to x, while the edges {v1, v2},
{v2, v3} and {v0, v4} are. Therefore, x satisfies the inequality with equality. Indeed, Condition (b) of Lemma 8 is satisfied, since we
have I = {1, 2, 4}. For W = {w0, w1, w3}, for instance, the vector χ(W ) also satisfies the inequality with equality because I = {1, 4}
and Condition (a) of Lemma 8 is satisfied. For W = {w0, w1}, for instance, the vector χ(W ) does not satisfy the inequality with
equality, since I = {1}. (For interpretation of the references to color in this figure legend, the reader is referred to the web version
of this article.)

Lemma 10. For any integers 5 ≤ k ≤ n with k odd, and for the cycle C = (Zn, E), let v : Zk → Zn

be injective. If v is not true to C, then the half-chorded odd cycle inequality (30) with respect to v is not
facet-defining for LMC(C).

Proof. See Appendix, p. 55.

Theorem 12. For any integers 5 ≤ k ≤ n with k odd, and for the cycle C = (Zn, E), let v :Zk → Zn be
injective. The half-chorded odd cycle inequality (30) with respect to v is facet-defining for LMC(C) if and only
if v is true to C.

Proof. By Lemmas 9 and 10. □

Proposition 21. For any integer n ≥ 3 and the cycle C = (Zn, E), there are precisely 2n−1−n− n(n−1)(n−2)
6

istinct half-chorded odd cycle inequalities that are facet-defining for LMC(C).

roof. See Appendix, p. 55.

Exploiting the inclusion properties (Proposition 4) of different lifted multicut polytopes, we now derive
onditions under which the half-chorded odd cycle inequalities are facet-defining also for the lifted multicut
olytope LMC(G) for an arbitrary graph G:

Corollary 9. Let G be a graph with n nodes, let C = (VC , EC) be a hamiltonian cycle in G, let 5 ≤ k ≤ n

with k odd, and let v : Zk → VC such that v is injective and true to C. Then, the half-chorded odd cycle
inequality (30) with respect to v is valid and facet-defining for LMC(G).

Proof. By Proposition 4, LMC(C) ⊆ LMC(G) ⊆ MC(Kn). By Lemma 7, the inequality is valid for MC(Kn).
By Theorem 12, it is facet-defining for LMC(C). The claim follows by Lemma 1. □
30
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The multicut polytope MC(Kn) of the complete graph is the special case of LMC(G, Ĝ) with G = Ĝ = Kn.
s an application of Corollary 9, we obtain that the class of half-chorded odd cycle inequalities is facet-
efining for MC(Kn). This establishes a new class of facet-defining inequalities for the isomorphic and
ntensively studied clique partitioning polytope.

roposition 22. Any half-chorded odd cycle inequality (30) is facet-defining for the multicut polytope
C(Kn) of the complete graph.

roof. Let 5 ≤ k ≤ n with k odd. For any v :Zk → Zn, there exists a hamiltonian cycle C in Kn such that
v is true to C. The claim follows from Corollary 9. □

From Theorem 11 and Proposition 22 together follows that both the lower and upper inequality of (31)
are facet-defining for MC(Kn).

One can impose various constraints on multicuts and study the polytopes of the characteristic vectors
of the multicuts that satisfy these constraints. One example is the polytope corresponding to multicuts of
the complete graph into at most r components, for some r ≤ n (cf. [2,20]). This polytope is denoted by

Cr
≤(Kn).

Proposition 23. Any half-chorded odd cycle inequality (30) is facet-defining for MCr
≤(Kn) for all r ≥ 4.

Proof. Clearly, MCr
≤(Kn) ⊆ MC(Kn). The claim follows from the proof of Lemma 9 in which only multicuts

into at most 4 components are considered. □

Next, we generalize the above results to arbitrary connected graphs. In particular, we show that, for a
connected graph G, a half-chorded odd cycle inequality is facet-defining for LMC(G) if v is true to any (not
necessarily hamiltonian) cycle in G.

Theorem 13. Let G = (V,E) be a connected graph and let C = (VC , EC) be a cycle in G. Let 5 ≤ k ≤ |VC |
with k odd and v :Zk → VC such that v is injective and true to C. Then, the half-chorded odd cycle inequality
(30) with respect to v is facet-defining for LMC(G).

Proof. See Appendix, p. 56.

By Theorem 13 and Lemma 2, the half-chorded odd cycle inequalities are not only facet-defining for the
multicut polytope of the complete graph but also for the multicut polytope of an arbitrary graph:

Corollary 10. Let G = (V,E) be a connected graph. Let 5 ≤ k ≤ |V | with k odd, d = k−1
2 , and v :Zk → V

such that v is injective and such that for all i ∈ Zk, we have vivi+1 ∈ E and vivi+d ∈ E. Then, the half-chorded
odd cycle inequality with respect to v is facet-defining for MC(G).

Note that Corollary 10 follows also directly from Proposition 22, by Proposition 4.3 of [75]. We remark,
however, that Lemma 2 is not just a special case of this proposition but rather a more explicit property of
lifted multicut polytopes.

Independently, Müller [29] and Caprara and Fischetti [30] show that the separation problem for the 2-
chorded cycle inequalities (28) can be solved in polynomial time. The result by Caprara and Fischetti [30]
relies on the fact that the 2-chorded odd cycle inequalities are {0, 1

2 }- Chvátal inequalities. As suggested
y the proof of Lemma 7, this is not the case for the half-chorded odd cycle inequalities. The separation
lgorithm by Müller [29], on the other hand, searches for a shortest weighted walk in a directed auxiliary
raph. This algorithm can be easily adapted to also separate the half-chorded odd cycle inequalities.
31
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Fig. 13. For the graph G depicted above, there is no cycle C = (VC , EC ) in G such that v : Z5 → VC as depicted is true to C. Still,
he half-chorded odd cycle inequality (30) with respect to v is facet-defining for the polytope LMC(G).

roposition 24. The separation problem for the half-chorded odd cycle inequalities (30) can be solved in
polynomial time.

Proof. See Appendix, p. 58.

We conclude this section with observations and open questions regarding the half-chorded odd cycle
inequalities:

Remark 4. By Theorem 13, the condition that v is true to a cycle in G is sufficient for the half-chorded
odd cycle inequality (30) with respect to v to be facet-defining for LMC(G). However, this condition is not
necessary. For an example, see Fig. 13.

Remark 5. Using PORTA [66], we have computed all facets of the lifted multicut polytope LMC(C) for
cycles of size n = 3, . . . , 8. For those n, the box inequalities xe ≤ 1 (cf. Corollary 3), the path inequalities
(24) for paths of length 2 (cf. Corollary 6) and the half-chorded odd cycle inequalities (30) (cf. Theorem 12)
are the only inequalities that are facet-defining for both, the lifted multicut polytope LMC(C) for a cycle C
with n nodes and the multicut polytope MC(Kn) of complete graph Kn. This raises the question whether
this holds for all n.

7.5. Star-glider inequalities

In the following, we introduce three large classes of facet-defining inequalities of LMC(C). Firstly, we
define the classes of star inequalities and glider inequalities, both of which are of exponential size. Then,
we generalize these classes to the class of star-glider inequalities and show that this class of inequalities is
indeed valid and facet-defining for LMC(C).

Definition 11. For any cycle C = (Zn, E), any odd number k, any v ∈ Zn and any w1, . . . , wk ∈ Zn \ {v}
distinct such that ⟨v, w1, . . . , wk⟩ is true to C, the star inequality with respect to v and w1, . . . , wk is defined
as

k∑
i=1

(−1)i−1xvwi
≤ 1. (32)

The support graph of a star inequality is a star graph with center v, hence the name. For k = 1, a star
inequality is merely a box inequality xe ≤ 1 for e = {v, w1}. For k = 3, w1 = v + 1 and w3 = v − 1 the star
inequality

x − x + x ≤ 1
v,v+1 vw2 v,v−1

32
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⇔ 1 − xvw2 ≤ (1 − xv,v+1) + (1 − xv,v−1)

s merely a cut inequality (25) with respect to the vw2-cut {{v− 1, v}, {v, v+ 1}}. For an illustration of the
upport graph of a star inequality with k = 5, see Fig. 14a.

Proposition 25. For any integer n ≥ 3 and the cycle C = (Zn, E), there are precisely n2n−2 − n(n− 1)/2
istinct star inequalities.

roof. See Appendix, p. 58.

efinition 12. For any integer n ≥ 3, the cycle C = (Zn, E), any 0 ≤ k ≤ n − 3, any w ∈ Zn and any
0, . . . , vk+1 ∈ Zn \ {w} distinct such that ⟨w, v0, . . . , vk+1⟩ is true to C, the glider inequality with respect

to w and v0, . . . , vk+1 is defined as
k∑

i=0
xvivi+1 −

k∑
i=1

xviw ≤ 1. (33)

e call the edge set {vivi+1 | i ∈ {0, . . . , k}} the sail of the glider inequality and the edge set {viw | i ∈
1, . . . , k}} the strings of the glider inequality.

For k = 0, a glider inequality is merely a box inequality xe ≤ 1 with e = v0v1. For k = 1, a glider inequality
s merely a star inequality (with k = 3). For an illustration of the support graph of a glider inequality with
= 3, see Fig. 14b.

roposition 26. For the n-cycle, there are precisely n2n−1 − n(n + (n − 1)(n − 3)/2) distinct glider
nequalities.

roof. See Appendix, p. 58.

The star and glider inequalities are generalized by the following definition:

efinition 13. Let C = (Zn, E) an n-cycle, let 0 ≤ k ≤ n− 3 and let v0, . . . , vk+1 ∈ Zn distinct such that
v0, . . . , vk+1⟩ is true to C. For i = 1, . . . , k, let mi ∈ N odd, let w1

i , . . . , w
mi
i ∈ ]vk+1, v0[ distinct such that

w1
i , . . . , w

mi
i ⟩ is true to the cycle C and such that wmi+1

i+1 ∈ ]vk+1, w
1
i ] for i = 1, . . . , k − 1. The star-glider

nequality with respect to v0, . . . , vk+1 and w1
1, . . . , w

m1
1 , . . . , w1

k, . . . , w
mk
k is defined as

k∑
i=0

xvivi+1 +
k∑

i=1

mi∑
j=1

(−1)jx
viw

j
i

≤ 1. (34)

imilarly to Definition 12, we call the edge set {vivi+1 | i ∈ {0, . . . , k}} the sail of the star-glider inequality
nd the edge set {viw

j
i | i ∈ {1, . . . , k}, j ∈ {1, . . . ,mi}} the strings of the star-glider inequality.

The conditions on the orderings of the vi and wj
i from above definition ensure that the sequence

v0, . . . , vk+1, w
1
k, . . . , w

mk
k , . . . , w1

1, . . . , w
m1
1 ⟩ is true to the cycle C and that all these nodes are distinct,

xcept potentially wmi
i = w1

i+1, for i = 1, . . . , k − 1.
For k = 0, a star-glider inequality is merely a box inequality xe ≤ 1 with e = v0v1. The star-glider

nequalities with k = 1 are precisely the star inequalities according to Definition 11. The star-glider
nequalities with mi = 1 and w1

i = w for all i = 1, . . . , k for a fixed w ∈ Zn are precisely the glider
nequalities according to Definition 12. For an illustration of the support graph of a star-glider inequality

hat is neither a star inequality nor a glider inequality, see Fig. 14c.

33
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Fig. 14. Depicted in blue are the support graphs of a star inequality from Definition 11 in (a), of a glider inequality from Definition 12
in (b) and of a star-glider inequality from Definition 13 in (c). Observe that the nodes are enumerated counterclockwise. The edges
corresponding to coefficients +1 and −1 are depicted as continuous and dashed lines, respectively. With a bit of imagination, the
support graph of a glider inequality looks like a hang glider consisting of a sail and strings. Note for the depicted star-glider inequality
that w1

1 = w1
2 = w5

3. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)

Lemma 11. For any n-cycle C = (Zn, E), any star-glider inequality (34) is valid for LMC(C).

Proof. See Appendix, p. 58.

Theorem 14. For the n-cycle C = (Zn, E), any star-glider inequality (34) defines a facet of LMC(C).

Proof. See Appendix, p. 59.

As the star-glider inequalities generalize the star inequalities and the glider inequalities we obtain the
following two corollaries.

Corollary 11. For any n-cycle C = (Zn, E), any star inequality (32) is valid and defines a facet of LMC(C).

Corollary 12. For any n-cycle C = (Zn, E), any glider inequality (33) is valid and defines a facet of
LMC(C).

As we have seen before, for vw ∈ F , the cut inequality (25) with respect to the vw-cut {{v −
1, v}, {v, v+1}} is a special case of the star inequality (32). Thanks to Proposition 17, we obtain a complete
characterization of the condition under which a cut inequality (25) is facet-defining for LMC(C):

Corollary 13. For the cycle C = (Zn, E), a cut inequality (25) with respect to a vw-cut {e, e′} defines a
facet of LMC(C) if and only if e and e′ are adjacent.
34



B. Andres, S. Di Gregorio, J. Irmai et al. Discrete Optimization 47 (2023) 100757

s
a

Remark 6. The star and glider inequalities (32) and (33) can be separated in polynomial time. For a given
fractional solution x∗ ∈ [0, 1]E∪F , the separation problem for the star inequalities (32) can be solved as
follows: Fix a center node v ∈ V and build an auxiliary directed bipartite acyclic graph D consisting of a
ource node s, a terminal node t and two nodes u′ and u′′ for every u ∈ V \{v}. For every u ∈ V \{v}, insert
rcs (s, u′), (u′, t), and (u′, w′′), (u′′, w′) for every w ∈]u, v[. Assign node costs cu′ = x∗

u and cu′′ = −x∗
u for

u ∈ V \ {v} and cs = ct = 0. Now, there exists a star inequality with center v that is violated by x∗ if and
only if the cost of the shortest st-path (with respect to the node costs c) in D is strictly greater than 1.

The separation problem for the gilder inequalities (33) can be solved as follows: Fix a node w ∈ V and
build an auxiliary directed acyclic graph D consisting of a source node s, a terminal node t and three nodes
u′, u′′ and u′′′ for every u ∈ V \ {w}. For every u ∈ V \ {w}, insert arcs (s, u′), (u′′′, t), and (u′, v′′), (u′, v′′′),
(u′′, v′′), (u′′, v′′′) for every v ∈]u,w[. Assign node costs cu′′ = −x∗

u and cs = ct = cu′ = cu′′′ = 0 for
u ∈ V \ {w} and edge costs c(u′,v′′) = c(u′,v′′′) = c(u′′,v′′) = c(u′′,v′′′) = x∗

uv for u ∈ V \ {w} and v ∈]u,w[
and c(s,u′) = c(u′′′,t) = 0 for u ∈ V \ {w}. Now, there exists a gilder inequality with center w that is violated
by x∗ if and only if the cost of a shortest st-path (with respect to node and edge costs c) in D is strictly
greater than 1.

The question whether the more general star-glider inequalities (34) can also be separated efficiently is
open.

8. Conclusion

We define and analyze the lifted multicut polytope, establishing conditions under which the canonical
box, cycle, path and cut inequalities define facets. In particular, we characterize which cycles and paths in
the graph give rise to facet-defining inequalities, thereby generalizing a classic result of [1].

For the special case of lifting from a tree, we analyze the connections between the lifted multicut
polytope and the multilinear polytope, identifying two new classes of valid inequalities: the intersection
inequalities that are facet-defining, and the generalized intersection inequalities that generalize the previously
known cutting planes and are facet-defining under two necessary conditions we establish. For the further
specialization of lifting from a path to the complete graph, the intersection inequalities, together with some
canonical inequalities, constitute a totally dual integral formulation of the lifted multicut polytope. This
result relates the geometry of the path partition problem to the combinatorial properties of the sequential
set partition problem.

Complementary to trees, we study the lifted multicut polytope for lifting from cycles, starting from two
observations: 1. While the lifted multicut problem for cycles can be solved efficiently, the lifted multicut
polytope for cycles defies a simple description. 2. While the lifted multicut polytope for cycles is a subset of
the multicut polytope for the complete graph, known classes of facets of the multicut polytope for complete
graphs, with only a few canonical exceptions, are not facet-defining for the lifted multicut polytope for cycles.
Motivated by these observations, we establish several large classes of facet-defining inequalities for the lifted
multicut polytope for cycles. In particular, we introduce the class of half-chorded odd cycle inequalities that
are facet-defining for both, the lifted multicut polytope for cycles and the multicut polytope for complete
graphs. Under isomorphic transformation, these constitute a new class of facet-defining inequalities also for
the much studied clique partitioning polytope [5]. Finally, we establish the first non-canonical facet-defining
inequalities for the lifted multicut polytope for arbitrary graphs that arise from cycles in that graph.

Directions for future work arise from two conjectures concerning cutting planes originating from specific
structures. The first involves the generalized intersection inequalities. In fact, numerical experiments such
as Example 1 suggest that these valid inequalities might be sufficient to describe completely the lifted
multicut polytope for paths lifted to arbitrary graphs. Secondly, we speculate that the half-chorded odd

cycle inequalities are the only non-trivial facet-defining inequalities of the lifted multicut polytope of the

35
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cycle inherited form the multicut polytope of the complete graph (cf. Remark 5). Trueness of this second
conjecture would imply that the vast knowledge about the facial structure of the multicut polytope of the
complete graph cannot be transferred to the lifted multicut polytope.
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Appendix. Supplement: Proofs

Proof of Proposition 2. Given an undirected graph G = (V,E), a partition of E into attractive edges
+ and repulsive edges E−, and non-negative edge weights w ∈ RE

≥0 the maximum agreement correlation
clustering [31] problem is the following optimization problem:

max
x∈MC(G)

∑
e∈E+

we(1 − xe) +
∑

e∈E−

wexe. (35)

ere, the objective is to maximize the sum of the weights of the edges that agree with the signature of the
dges, i.e. the edges in E+ that are not cut with respect to x and the edges in E− that are cut with respect
o x. Unless p=np, Charikar et al. [35] show that for all ϵ > 0, (35) cannot be approximated within factor

79
80 + ϵ for arbitrary non-negative weights and within factor 115

116 + ϵ for unit weights we = 1 for all e ∈ E.
We define the cost vector c ∈ RE with ce = we for e ∈ E+ and ce = −we for e ∈ E−. The objective

unction of the multicut problem with respect to graph G and costs c can be written as

∑
e∈E

cexe =
∑

e∈E+

we −

⎛⎝ ∑
e∈E+

we(1 − xe) +
∑

e∈E−

wexe

⎞⎠ (36)

here the term inside the parentheses is precisely the objective of (35). Now, suppose there exists an α-
pproximation algorithm for the multicut problem for some 0 < α ≤ 1. Let OPTMC and OPTCC be the
ptimal solution of the multicut problem and the maximum agreement correlation clustering problem for
he given instance and let AMC and ACC be the respective objective values that are archived by the solution
f the approximation algorithm. By definition, it holds that AMC ≤ αOPTMC (note that OPTMC ≤ 0 as
= 0 is always feasible). Using the identity (36) we obtain

W+ − ACC ≤ α(W+ − OPTCC)
⇒ ACC ≥ αOPTCC + (1 − α)W+

⇒ ACC ≥ αOPTCC

here W+ :=
∑

e∈E+ we ≥ 0. Therefore, an α-approximation algorithm for the multicut problem is also
n α-approximation algorithm for the maximum agreement correlation clustering problem. By the above
ardness results from [35] the claim follows. □
36
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Proof of Proposition 3. Let x ∈ {0, 1}E∪F be such that x = 1M for a multicut M of Ĝ lifted from G.

very cycle in G is a cycle in Ĝ. Moreover, for any {u, v} = f ∈ F and any uv-path P = (VP , EP ) in G, it
holds that EP ∪ {f} induces a cycle in Ĝ. Therefore, x satisfies all inequalities (3) and (4) by Proposition 1.
Assume x violates some inequality of (5). Then, there is an edge uv ∈ F and some uv-cut δ(U) in G such
that xuv = 0 and for all e ∈ δ(U) we have xe = 1. Let Π = ϕ−1

Ĝ
(M) be the partition of V that is induced

by M . Due to xuv = 0, there exists some W ∈ Π with u ∈ W and v ∈ W . However, for any ww′ ∈ δ(U) it
holds that w /∈ W or w′ /∈ W by xww′ = 1. This means the induced subgraph (W,E∩

(
W
2
)
) is not connected,

as δ(U) is a uv-cut. Hence, Π is not a decomposition of G, which is a contradiction.
Now, suppose x ∈ {0, 1}E∪F satisfies the inequalities (3)–(5) as specified. We show first that M = x−1(1)

is a multicut of Ĝ. Assume the contrary, then, by Proposition 1, there is a cycle C = (VC , EC) in Ĝ and
some edge e such that EC ∩M = {e}. For every uv = f ∈ F ∩EC \ {e} there exists a uv-path P = (VP , EP )
in G such that xe′ = 0 for all e′ ∈ EP . Otherwise there would be some uv-cut in G violating (5), as G
is connected. If we replace every such f with its associated path P in G, then the resulting cycle violates
either (3) (if e ∈ E) or (4) (if e ∈ F ). Thus, M is a multicut of Ĝ and the induced partition Π = ϕ−1

Ĝ
(M)

is a decomposition of Ĝ. Assume Π is not a decomposition of G. Then, there exists a component U ∈ Π

that is not connected in G, i.e. there exist vw ∈ F with v, w ∈ U such that every vw-path in G is cut with
respect to x. However, in that case the path inequality (4) with respect to f and that vw-path is violated,
contradicting our assumption. Therefore, Π is also a decomposition of G and hence, M is indeed lifted from
G. □

Proof of Theorem 1. As 0 ∈ LMC(G, Ĝ) the dimension of LMC(G, Ĝ) is equal to the dimension of the
vector space that is spanned by LMC(G, Ĝ). We prove the claim by constructing all unit vectors 1{uv} for
uv ∈ E ∪ F as linear combinations of characteristic vectors of multicuts of Ĝ lifted from G.

For uv ∈ E ∪F let P = (VP , EP ) be a uv-path in G. We define V1 = VP , V2 = VP \ {u, v}, V3 = VP \ {v}
and V4 = VP \ {u}. For i = 1, . . . , 4, let Πi = {Vi} ∪ {{w} | w ∈ V \ Vi} be the partition of V that consists
of the set Vi and otherwise singular nodes. Clearly the partitions Πi, for i = 1, . . . , 4, are decompositions of
G. For i = 1, . . . , 4, let xi := 1ϕ

Ĝ
(Πi) ∈ LMC(G, Ĝ) be the characteristic vector of the multicut of Ĝ lifted

from G that is induced by the decomposition Πi. For st ∈ E ∪ F the following holds:

• xi
st = 1 for i = 1, . . . , 4 if {s, t} ̸⊆ VP ,

• xi
st = 0 for i = 1, . . . , 4 if {s, t} ⊆ VP \ {u, v},

• xi
st = 0 for i = 1, 3 and xi

st = 1 for i = 2, 4 if {s, t} ⊆ VP , u ∈ {s, t}, v /∈ {s, t},
• xi

st = 0 for i = 1, 4 and xi
st = 1 for i = 2, 3 if {s, t} ⊆ VP , v ∈ {s, t}, u /∈ {s, t},

• x1
st = 0 and xi

st = 1 for i = 2, 3, 4 if {s, t} = {u, v}.

Altogether we have 1{uv} = −x1 − x2 + x3 + x4 which concludes the proof. □

Proof of Proposition 4. The set of all multicuts of Ĝ lifted from G is ϕ
Ĝ

(DG), which is the set of all
multicuts of Ĝ that are induced by decompositions of G. With this we can write

LMC(G, Ĝ) = conv
{
1ϕ

Ĝ
(Π ) | Π ∈ DG

}
.

Therefore, to prove the Lemma it suffices to show DG′ ⊆ DG if and only if E′ ⊆ E.
In case E′ ⊆ E, any set U ⊆ V that is connected in G′ is also connected in G. Thus, any decomposition

of G′ is also a decomposition of G, i.e. DG′ ⊆ DG. If otherwise it holds that E′ ̸⊆ E there exists uv ∈ E′

with uv /∈ E. Then, the partition Π = {{u, v}} ∪ {{w} | w ∈ V \ {u, v}} is a decomposition of G′ but not
of G because the node set {u, v} is not connected in G, i.e. DG′ ̸⊆ DG. □
37
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Proof of Lemma 1. Let a⊤x ≤ b be valid for LMC(G, Ĝ). By Proposition 4, the inequality is also valid for
LMC(G′, Ĝ). By Theorem 1, both polytopes LMC(G′, Ĝ) and LMC(G, Ĝ) have full dimension m := |E ∪ F |.
If a⊤x ≤ b is facet-defining for LMC(G′, Ĝ), there exist m affinely independent vectors x1, . . . , xm ∈
LMC(G′, Ĝ) that satisfy a⊤x ≤ b with equality. By Proposition 4, it holds that x1, . . . , xm ∈ LMC(G, Ĝ)
and hence a⊤x ≤ b is also facet-defining for LMC(G, Ĝ). □

Proof of Lemma 2. For a decomposition Π of G, let x = 1ϕ
Ĝ′ (Π ) and y = 1ϕ

Ĝ
(Π ) be the characteristic

vectors of the multicuts of Ĝ′ and Ĝ, respectively lifted from G, induced by the decomposition Π . It holds
that ye = xe for e ∈ E ∪ F and, thus, LMC(G, Ĝ) is obtained from LMC(G, Ĝ′) by projecting out the
variables xe for e ∈ F ′ \ F . By the assumption Ea ⊆ E ∪ F it follows a⊤x = ā⊤y. Therefore, validity of
a⊤x ≤ b for LMC(G, Ĝ′) implies the validity of ā⊤y ≤ b for LMC(G, Ĝ). Further if x satisfies a⊤x = b

then y satisfies ā⊤y = b. By Theorem 1, it holds that dim LMC(G, Ĝ′) = m := |E ∪ F ′| and, since
a⊤x ≤ b is facet-defining, there exist m affinely independent vectors x1, . . . , xm ∈ LMC(G, Ĝ′) satisfying
a⊤x = b. Let y1, . . . , ym ∈ LMC(G, Ĝ) be the vectors that are obtained by deleting the dimensions e for
e ∈ F ′ \ F from x1, . . . , xm. Since the matrix A with rows x2 − x1, . . . , xm − x1 has rank m− 1 the matrix
with rows y2 − y1, . . . , ym − y1 that is obtained by deleting |F ′ \ F | many columns of A has at least rank
m− 1 − |F ′ \ F | = |E ∪ F | − 1. Therefore the set {y1, . . . , ym} contains at least |E ∪ F | affine independent
vectors all satisfying ā⊤y ≤ b with equality. Hence, the inequality is indeed facet-defining for LMC(G, Ĝ). □

Proof of Theorem 2. Let S = {x ∈ LMC(G, Ĝ) ∩ ZE∪F | xe = 1} and put Σ = convS.
To show necessity, suppose there is some uv ∈ F \ {e} such that s and t are uv-cut-nodes. Then, for any

uv-path P = (VP , EP ) in G, it holds that s, t ∈ VP , i.e. either e ∈ EP or e is a chord of P . We claim that
we have xuv = 1 for any x ∈ S. This gives dimΣ ≤ |E ∪ F | − 2, so the inequality xe ≤ 1 cannot define
a facet of LMC(G, Ĝ). If there are no uv-paths that have e as a chord, then {e} is a uv-cut and the claim
follows from the corresponding cut inequality (5). Otherwise, every uv-path P that has e as a chord contains
a st-subpath P ′ = (VP ′ , EP ′) such that EP ′ ∪ {e} induces a cycle. Thus, for any x ∈ S, the inequalities (3)
or (4) (for e ∈ E or e ∈ F , respectively) imply the existence of some eP ′ ∈ EP ′ such that xeP ′ = 1. Let P
denote the set of all such paths P ′. It is easy to see that the collection

⋃
P ′∈P{eP ′} ∪ {e} contains a uv-cut.

This gives xuv = 1 via the corresponding cut inequality (5).
We turn to the proof of sufficiency. By Theorem 1, we have to show that dimΣ = |E ∪ F | − 1. The

dimension of Σ is equal to the dimension of the vector space spanned by L = {x− y | x, y ∈ S}. We prove
the claim by showing that L contains |E∪F |−1 unit vectors. Assume there is no uv ∈ F \{e} such that s and
t are uv-cut-nodes in G. By this assumption, for every uv ∈ E∪F \{e} there exists a uv-path P = (VP , EP )
in G with e ̸⊆ VP . Let Vi, Πi and xi for i = 1, . . . , 4 be defined as in the proof of Theorem 1. Then, we have
xi ∈ S for i = 1, . . . , 4 and it holds that 1{uv} = −x1 − x2 + x3 + x4 ∈ L which concludes the proof. □

Proof of Theorem 3. Let S = {x ∈ LMC(G, Ĝ) ∩ ZE∪F | xe = 0} and put Σ = convS.
Consider the case that e ∈ E. Let G[e] and Ĝ[e] be the graphs obtained from G and Ĝ, respectively, by

contracting the edge e (and subsequently merging parallel edges). The lifted multicuts x−1(1) for x ∈ S

correspond bijectively to the multicuts of Ĝ[e] lifted from G[e]. This implies dimΣ = dim LMC(G[e], Ĝ[e]).
The claim follows from Theorem 1 and the fact that Ĝ[e] has |E ∪ F | − 1 many edges if and only if e is not
contained in any triangle in Ĝ.

Now, suppose {u, v} = e ∈ F . We show necessity of the Conditions (i)–(iii) by proving that if any of them
is violated, then all x ∈ S satisfy some additional equation and thus, dimΣ ≤ |E ∪ F | − 2.

First, assume that (i) is violated. Hence, there are edges e′, e′′ ∈ E ∪ F such that {e, e′, e′′} induces a
triangle in Ĝ. The triangle inequalities

′ ′′
xe ≤ xe + xe , (37)
38
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a

xe′′ ≤ xe + xe′ , (38)

re cycle inequalities for cycles of length three. By Proposition 3 these inequalities are valid for MC(Ĝ) and
by Proposition 4 they are valid for LMC(G, Ĝ), in particular every x ∈ S satisfies the triangle inequalities.
Thus, by (37), (38) and xe = 0, every x ∈ S satisfies xe′ = xe′′ .

Next, assume that (ii) is violated. Consider a violating pair u′v′ ̸= uv, u′ ̸= v′ of uv-cut-nodes. For every
x ∈ S, there exists a uv-path P = (VP , EP ) in G with xf = 0 for all f ∈ EP , as xe = 0. Any such path P has
a sub-path P ′ = (VP ′ , EP ′) from u′ to v′ because u′ and v′ are uv-cut-nodes. We distinguish the following
cases.

• If the distance of u′ and v′ in Ĝ is 1, then u′v′ ∈ E ∪F . If u′v′ ∈ EP , then xu′v′ = 0 because xf = 0 for
all f ∈ EP . If otherwise u′v′ ̸∈ EP , we obtain xu′v′ = 0 by xf = 0 for all f ∈ EP ′ and the cycle/path
inequality

xu′v′ ≤
∑

f∈EP ′

xf .

Thus xu′v′ = 0 for all x ∈ S.
• If the distance of u′ and v′ in Ĝ is 2, there is a u′v′-path in Ĝ consisting of two distinct edges e′, e′′ ∈ E∪F .

We show that all x ∈ S satisfy xe′ = xe′′ :

– If e′ ∈ EP and e′′ ∈ EP , then xe′ = xe′′ = 0 because xf = 0 for all f ∈ EP .
– If e′ ∈ EP and e′′ /∈ EP then xe′ = xe′′ = 0 by xf = 0 for all f ∈ EP ′ and the cycle/path inequality

xe′′ ≤
∑

f∈EP ′ \{e′}

xf .

– If e′ /∈ EP and e′′ /∈ EP then xe′ = xe′′ by xf = 0 for all f ∈ EP ′ and the cycle/path inequalities

xe′′ ≤ xe′ +
∑

f∈EP ′

xf

xe′ ≤ xe′′ +
∑

f∈EP ′

xf

which are valid for x as they are valid for MC(Ĝ) by Proposition 3.

Finally, assume that (iii) is violated. Hence, there exists a uv-cut-node t and a uv-separating set of nodes
{s, s′} such that {ts, ts′, ss′} induces a triangle in Ĝ. We have that all x ∈ S satisfy xss′ = xts + xts′ as
follows. At most one of xts and xts′ is 1, because t is a uv-cut-node and ss′ is uv-separating as well. Moreover,
it holds that xts + xts′ = 0 if and only if xss′ = 0 by the associated triangle inequalities. □

Proof of Theorem 4. By Theorem 3.2 of [1], for any chordal cycle Ĉ = (V
Ĉ
, E

Ĉ
) in Ĝ and any f ∈ E

Ĉ
,

the associated cycle inequality
xf ≤

∑
e∈E

Ĉ
\{f}

xe (39)

is not facet-defining for MC(Ĝ). This implies that (39) is not facet-defining for LMC(G, Ĝ) as LMC(G, Ĝ) ⊆
MC(Ĝ) by Proposition 4 and dim LMC(G, Ĝ) = dim MC(Ĝ) by Theorem 1. Hence, this shows necessity for
both (a) and (b).

For the proof of sufficiency, suppose the cycle C = (VC , EC) of G is chordless in Ĝ and let f ∈ EC . Let

S =

⎧⎨⎩x ∈ LMC(G, Ĝ) ∩ ZE∪F
⏐⏐ xf =

∑
xe

⎫⎬⎭

e∈EC \{f}

39
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i

c

and define Σ = convS. Let Σ ′ be a facet of LMC(G, Ĝ) such that Σ ⊆ Σ ′ and suppose it is induced by the
nequality a⊤x ≤ α with a ∈ RE∪F and α ∈ R, i.e., Σ ′ = convS′, where

S′ =
{
x ∈ LMC(G, Ĝ) ∩ ZE∪F | a⊤x = α

}
.

As 0 ∈ S ⊆ S′, we have α = 0. We show that a⊤x ≤ α is a scalar multiple of a cycle inequality (3) and thus
Σ = Σ ′.

Let y ∈ {0, 1}E∪F be defined by ye = 0 for e ∈ EC and ye = 1 for e /∈ EC , i.e. all edges except EC are
ut. Then, y ∈ S ⊆ S′, since C is chordless. For any e ∈ EC \ {f}, the vector x ∈ {0, 1}E∪F with xe′ = 0

for e′ ∈ EC \ {f, e} and xe′ = 1 for e′ /∈ EC \ {f, e} satisfies x ∈ S ⊆ S′. Therefore, a⊤(y − x) = 0 and thus

ae = −af ∀e ∈ EC \ {f}. (40)

It remains to show that auv = 0 for all edges uv ∈ E ∪ F \ EC .
First, suppose u, v /∈ VC . Let P = (VP , EP ) be a uv-path in G. We proceed similarly to the proof

of Theorem 1. If VP ∩ VC = ∅ let V1 = VP , otherwise let V1 = VP ∪ VC . Let V2 = V1 \ {u, v},
V3 = V1 \ {u} and V4 \ {v}. If VP ∩ VC = ∅ let Πi = {Vi, VC} ∪ {{w} | w ∈ V \ (Vi ∪ VC)}, otherwise
let Πi = {Vi} ∪ {{w} | w ∈ V \ Vi} for i = 1, . . . , 4. Let xi = 1ϕ

Ĝ
(Πi) be the characteristic vector of the

multicut induced by the decomposition Πi for i = 1, . . . , 4. By construction, it holds that xi ∈ S ⊆ S′. As
in the proof of Theorem 1, for

x = −x1 − x2 + x3 + x4

it holds that xe = 1 and xe′ = 0 for all other e′ ∈ E ∪ F \ {e}. It holds that a⊤x = 0, which yields ae = 0.
Next, for v ∈ V \ VC we show ae = 0 for all e = vu ⊆ E ∪ F with u ∈ VC . Let w ∈ VC be such that

there exists a vw-path P = (VP , EP ) with VP ∩ VC = {w}. We pick a direction on C and traverse C from
one endpoint of f to the other endpoint of f according to that direction. Let ei = vui for i = 1, . . . , k be
an ordering of all edges e = vu ∈ E ∪ F with u ∈ VC such that ui comes before ui+1 on the traversal
of C. Let m ∈ {1, . . . , k} such that w = um or w comes after um but before um+1 on the traversal of
C. For i ∈ {1, . . . , k} with i < m let e ∈ EC be an edge between ui and ui+1. Let U,U ′ ⊆ VC be
the two components of C that are obtained when cutting the edges f and e. We may assume w ∈ U by
potentially interchanging U and U ′. Let V i

1 = VP ∪ U and let V i
2 = V i

1 \ {v} for i = 1, . . . ,m− 1. We define
Π i

j = {V i
j , U

′} ∪ {{s} | s ∈ V \ (V i
j ∪U ′)} for j = 1, 2. For an illustration, see Fig. 15. Additionally we define

V 0
1 = VP ∪ VC , V 0

2 = V 0
1 \ {v} and Π 0

j = {V 0
j } ∪ {{s} | s ∈ V \ V 0

j } for j = 1, 2. For fixed i ∈ {1, . . . , k},
i < m we define x1 = 1

ϕ
Ĝ

(Π i−1
1 ), x

2 = 1ϕ
Ĝ

(Π i
2), x3 = 1ϕ

Ĝ
(Π i

1) and x4 = 1
ϕ

Ĝ
(Π i−1

2 ). By construction, it holds
that xj ∈ S ⊆ S′ for j = 1, . . . , 4. As in the proof of Theorem 1, for

x = −x1 − x2 + x3 + x4

it holds that xvui
= 1 and xe′ = 0 for all other edges e′ ∈ E ∪F \ {vui}. Therefore, a⊤x = 0 yields avui

= 0.
This holds for all i ∈ {1, . . . , k} with i < m. By reversing the direction on C we also obtain avui

= 0 for
all i ∈ {1, . . . , k} with i > m. It remains to show avum = 0. To that end let x1 = 1ϕ

Ĝ
(Π0

1 ), x2 = 1ϕ
Ĝ

(Π0
2 ).

Again, it holds that x1, x2 ∈ S ⊆ S′. For x = x2 − x1 it holds that xvs = 1 for all vs ∈ E ∪ F with s ∈ V 0
2

and xe′ = 0 for all other edges e′. By above we have that avs = 0 for all vs ∈ E ∪F with s ∈ V 0
2 \ {um} and

a⊤x = 0 yields the desired avum = 0.
This concludes the proof of sufficiency of the first assertion. The proof of sufficiency in the second assertion

is completely analogous (consider the cycle C that is obtained by adding f to the path P ). The chosen
multicuts remain valid, because f is the only edge in the cycle that is not contained in E. □
40
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Fig. 15. Depicted is the decomposition Π2
1 from the proof of Theorem 4. Here the path P is the vw-path along the nodes v, t and

w. The cycle is cut at the edges f and e = {u2, u3} and the component U that contains w is {u3, . . . , u8}, the other component is
U ′ = {u1, u2}.

Proof of Lemma 3. Take some x ∈ S(uv, U). Let E0 = {e ∈ E | xe = 0} and consider G0 = (V,E0).
If xuv = 1 then for all e ∈ δ(U) it holds that xe = 1. Thus, no component of G0 is (uv, U)-connected.
If xuv = 0 then, due to x ∈ S(uv, U), there is some e ∈ δ(U) such that

xe = 0 and xe′ = 1 ∀e′ ∈ δ(U) \ {e}. (41)

Let H = (VH , EH) be the maximal component of G0 with

e ∈ EH . (42)

Clearly,
e′ /∈ EH ∀e′ ∈ δ(U) \ {e} (43)

by (41) and definition of G0. There is no uv-cut δ(W ) with xe′ = 1 for all e′ ∈ δ(W ), because this would
imply xuv = 1. Thus, there exists a uv-path P = (VP , EP ) in G with xe′ = 0 for all e′ ∈ EP , as G is
connected. Any such path P has e ∈ EP , as EP ∩ δ(U) ̸= ∅ and δ(U) ∩ E0 = {e} and EP ⊆ E0. Thus,

u ∈ VH and v ∈ VH (44)

by (42). Therefore, H = (VH , EH) is (uv, U)-connected, by (42), (43) and (44). Any other component of G0
does not cross the cut δ(U), by (41), (42) and definition of G0, and is not (uv, U)-connected. □

Proof of Theorem 5. We show that if any of the Conditions (C1)–(C5) is violated, then all x ∈ S(uv, U)
satisfy some additional equation and thus dimΣ (uv, U) ≤ |E ∪ F | − 2, which implies that Σ (uv, U) cannot
be a facet of LMC(G, Ĝ), by Theorem 1.

Assume that Condition (C1) does not hold. Then, there exists an e ∈ δ(U) such that no (uv, U)-connected
subgraph of G contains e. Thus, for all x ∈ S(uv, U) it holds by Lemma 3 that xe = 1.

Assume that Condition (C2) does not hold. Then, there exists ∅ ≠ F ′ ⊆ δF \{uv}(U) such that for any
e ∈ δ(U) there exists some number m ∈ N such that for all (uv, U)-connected subgraphs H = (VH , EH)
with e ∈ EH it holds that |F ′ ∩ F ′

H | = m. Thus, we can write

δ(U) =
|F ′|⋃
m=0

δm(U),

where

δm(U) =
{
e ∈ δ(U) | m = |F ′ ∩ F ′

H | for all (uv, U)-connected (VH , EH) with e ∈ EH

}
.

41
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Fig. 16. Depicted are the nodes (in black) and edges (in blue) on a path (a) and on a cycle (b), respectively. Nodes in the set V ′

re either in VH (filled circle) or not in VH (empty circle). Consequently, pairs of consecutive edges are either cut (dotted lines) or
ot cut (solid lines). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
his article.)

t follows that for all x ∈ S(uv, U) we have the equality

|F ′|∑
m=0

m
∑

e∈δm(U)

(1 − xe) =
∑

f ′∈F ′

(1 − xf ′) (45)

y the following argument:

• If xe = 1 for all e ∈ δ(U), then xf ′ = 1 for all {u′, v′} = f ′ ∈ F ′, since δ(U) is also a u′v′-cut. Thus, (45)
evaluates to 0 = 0.

• Otherwise there exists precisely one edge e ∈ δ(U) such that xe = 0. Let m be such that e ∈ δm(U). By
definition of δm(U), there are exactly m edges f ′ ∈ F ′ with xf ′ = 0. Thus, (45) evaluates to m = m.

Assume that Condition (C3) does not hold. Then, there exists an f ′ ∈ δF \{uv}(U), a set ∅ ≠ F ′ ⊆
δF \{uv}(U) \ {f ′} and some k ∈ N such that for all (uv, U)-connected subgraphs H = (VH , EH) and
H ′ = (VH′ , EH′) with f ′ ∈ F ′

H and f ′ /∈ F ′
H′ it holds that

|F ′ ∩ F ′
H | = k and |F ′ ∩ F ′

H′ | = 0.

In other words, for all x ∈ S(uv, U) it holds that xf ′ = 0 if and only if there are exactly k edges f ′′ ∈ F ′

such that xf ′′ = 0. Similarly, it holds that xf ′ = 1 if and only if for all f ′′ ∈ F ′ we have xf ′′ = 1. Therefore,
all x ∈ S(uv, U) satisfy the additional equation

k(1 − xf ′) =
∑

f ′′∈F ′

(1 − xf ′′).

Assume that Condition (C4) does not hold. Then, there exist u′ ∈ U and v′ ∈ V \ U and a u′v′-path
P = (VP , EP ) in Ĝ(uv, U) such that for every (uv, U)-connected subgraph H = (VH , EH) of G it holds that

(u′ ∈ VH and VP \ U ⊆ VH) (46)
or (v′ ∈ VH and VP ∩ U ⊆ VH). (47)

Let v1 < . . . < v|VP | be the linear order of the nodes VP and let e1 < . . . < e|EP | be the linear order of the
edges EP in the u′v′-path P . Now, all x ∈ S(uv, U) satisfy the equation

xuv =
|EP |∑

(−1)j+1xej
(48)
j=1
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by the following argument. It holds that |EP | is odd, as the path P alternates between the set U where it
begins and V \ U where it ends. Thus, we can write

|EP |∑
j=1

(−1)j+1xej
= xe1 −

(|EP |−1)/2∑
j=1

(xe2j
− xe2j+1). (49)

Distinguish two cases:

• If xuv = 1, then xe = 1 for all e ∈ EP , by the cut inequalities (5) with respect to δ(U). Therefore, (49)
and thus (48) evaluates to 1 = 1.

• If xuv = 0, then the decomposition of G defined by x contains precisely one (uv, U)-connected component
H = (VH , EH) of G, by Lemma 3. In particular it holds that

xu′v′ = 0 ∀e = u′v′ ∈ E ∪ F with u′, v′ ∈ VH , (50)
xu′v′ = 1 ∀e = u′v′ ∈ E ∪ F with u′ ∈ VH , v

′ /∈ VH . (51)

Without loss of generality we may assume that (46) holds (otherwise exchange u and v). Consider the
nodes VP (as depicted in Fig. 16a). It holds that v1 = u′ ∈ VH , by (46). For every even j, vj ∈ V \ U ,
by definition of P . Thus,

v2j ∈ VH ∀ ∈ {1, . . . , (|EP | − 1)/2} (52)

by (46). Now consider the edges EP (as depicted in Fig. 16a). It holds that e1 = v1v2 and v1, v2 ∈ VH ,
thus,

xe1 = 0, (53)

by (50). For every j ∈ {1, . . . , (|EP | − 1)/2} we have e2j = v2jv2j+1 and e2j+1 = v2j+1v2j+2 with
v2j , v2j+2 ∈ VH , by (52). If v2j+1 ∈ VH , (50) implies

xe2j
= 0 = xe2j+1 .

If otherwise v2j+1 /∈ VH , (51) implies
xe2j

= 1 = xe2j+1 .

In any case, we have
xe2j

− xe2j+1 = 0 ∀j ∈ {1, . . . , (|EP | − 1)/2}. (54)

Thus, (48) evaluates to 0 = 0, by (49), (53) and (54).

Assume that Condition (C5) does not hold. Then, there exists a cycle C = (VC , EC) in Ĝ(uv, U) such
that every (uv, U)-connected subgraph H = (VH , EH) of G satisfies

VC ∩ U ⊆ VH (55)
or VC \ U ⊆ VH . (56)

Let v0 < . . . < v|VC |−1 be an order on VC such that v0 ∈ U and for all j ∈ {0, . . . , |EC | − 1} it holds that

ej = vjvj+1 mod |EC | ∈ EC .

Now, all x ∈ S(uv, U) satisfy the equation

|EC |−1∑
(−1)jxej

= 0 (57)

j=0
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by the following argument. It holds that |EC | is even, as the cycle C alternates between the sets U and
\ U . Thus,

|EC |−1∑
j=0

(−1)jxej
=

(|EC |−2)/2∑
j=0

(xe2j
− xe2j+1). (58)

istinguish two cases:

• If xuv = 1, then xe = 1 for all e ∈ EC , by the cut inequalities (5) with respect to δ(U). Therefore, (58)
and thus (57) evaluates to 0 = 0.

• If xuv = 0, then the decomposition of G defined by x contains precisely one (uv, U)-connected component
H = (VH , EH) of G, by Lemma 3. As before, (50) and (51) hold true. Without loss of generality we may
assume that (55) holds (otherwise exchange u and v). Consider the nodes VC (as depicted in Fig. 16b).
For every even j, we have that vj ∈ U , by definition of C and the order. Thus,

v2j ∈ VH ∀j ∈ {0, . . . , (|EC | − 2)/2} (59)

by (55). Now, consider the edges EC (as depicted in Fig. 16b). For every j ∈ {0, . . . , (|EC |−2)/2} we have
e2j = v2jv2j+1 and e2j+1 = v2j+1v2j+2 mod |EC | with v2j , v2j+2 mod |EC | ∈ VH , by (59). If v2j+1 ∈ VH

(50) implies
xe2j

= 0 = xe2j+1 .

If otherwise v2j+1 /∈ VH , (51) implies
xe2j

= 1 = xe2j+1 .

In any case, we have
xe2j

− xe2j+1 = 0 ∀j ∈ {0, . . . , (|EC | − 2)/2}. (60)

Thus, (57) evaluates to 0 = 0, by (58) and (60).

□

Proof of Proposition 6. For any distinct pair of nodes u, v ∈ V , we set

xuv = 1 −
∏

e∈Euv

ze

hich implies
xuv = 0 ⇐⇒ ∀e ∈ Euv : ze = 1 ⇐⇒ ∀e ∈ Euv : xe = 0. (61)

herefore, we can reformulate problem (TPP) in terms of the variables xuv by transforming the objective
unction according to

θ̄uv

∏
e∈Euv

ze = −θ̄uv

(
1 −

∏
e∈Euv

ze

)
+ θ̄uv = −θ̄uv xuv + θ̄uv.

his leads to the linear combinatorial optimization problem

min
x∈LMC(T )

∑
uv∈(V

2 )
(θuv xuv + θ̄uv),

here the definition of LMC(T ) captures the relationship (61). □
44
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Proof of Proposition 8. We show first that LMC(T ) ⊆ TPP1(T ). For this purpose, let x ∈ LMC(T )∩Zm

e a vertex of LMC(T ). If xuv > xu,u⃗(v) + xu⃗(v),v for some u, v ∈ V , then xuv = 1 and xu,u⃗(v) = xu⃗(v),v = 0.
his contradicts the fact that x satisfies all cut inequalities with respect to u⃗(v), v and the path inequality
orresponding to u, v. If xu⃗(v),v > xuv for some u, v ∈ V , then xu⃗(v),v = 1 and xuv = 0. This contradicts the
act that x satisfies all cut inequalities with respect to uv and the path inequality associated to u⃗(v), v. It
ollows that x ∈ TPP1(T ).

Now, we show that TPP1(T ) ⊆ TPP0(T ). Let x ∈ TPP1(T ). We need to show that x satisfies all path and
ut inequalities. Let u, v ∈ V with d(u, v) ≥ 2. We proceed by induction on d(u, v). If d(u, v) = 2, then the
ath and cut inequalities are directly given by the definition of TPP1(T ) (for the two possible orderings of
and v). If d(u, v) > 2, then the path inequality is obtained from xuv ≤ xu,u⃗(v) + xu⃗(v),v and the induction

ypothesis for the pair u⃗(v), v, since d(u⃗(v), v) = d(u, v) − 1. Similarly, for any edge e on the path from u to
, we obtain the cut inequality with respect to e by using the induction hypothesis and xu⃗(v),v ≤ xuv such
hat (without loss of generality) e is on the path from u⃗(v) to v. It follows that x ∈ TPP0(T ). □

roof of Proposition 9. First, suppose d(u, v) = 2. Then, Puv is a path of length 2 and thus chordless
n the complete graph on V . Hence, the facet-defining property follows directly from Theorem 4 (b). Now,
uppose d(u, v) > 2 and let x ∈ LMC(T ) be such that (8) is satisfied with equality. We show that this implies

xuv + xu⃗(v),v⃗(u) = xu,v⃗(u) + xu⃗(v),v. (62)

hus, the face of LMC(T ) defined by (8) has dimension at most m− 2 and hence cannot be a facet. In order
o check that (62) holds, we distinguish the following three cases. If xuv = 0, then the cut inequalities (7)
ield xe = 0 for all e ∈ Euv and with the path inequalities (6) it follows that all terms in (62) vanish.
f xuv = xu,u⃗(v) = 1 and xu⃗(v),v = 0, then xu⃗(v),v⃗(u) = 0 and xu,v⃗(u) = 1, so (62) holds. Finally, if
uv = xu⃗(v),v = 1 and xu,u⃗(v) = 0, then (62) holds as well, because xu⃗(v),v⃗(u) = xu,v⃗(u) by contraction
f the edge u, u⃗(v). □

roof of Proposition 10. First, suppose v is not a leaf of T and let x ∈ LMC(T ) be such that (9) is
atisfied with equality. Since v is not a leaf, there exists a neighbor w ∈ V of v such that Pu⃗(v),v is a subpath
f Pu⃗(v),w We show that x additionally satisfies the equality

xuw = xu⃗(v),w (63)

nd thus the face of LMC(T ) defined by (9) cannot be a facet. There are two possible cases: Either
uv = xu⃗(v),v = 1, then xuw = xu⃗(v),w = 1 as well, or xuv = xu⃗(v),v = 0, then xuw = xvw = xu⃗(v),w

y contraction of the path Puv, so (63) holds.
Now, suppose v is a leaf of T and let Σ be the face of LMC(T ) defined by (9). We show dimΣ = m− 1

s in the proof of Theorem 1 which proved dim LMC(T ) = m where m = |E ∪ F | = n(n+1)
2 . Of all the

ifted multicuts considered in the proof of Theorem 1 only one does not satisfy (9) with equality, namely
he one induced by the decomposition of T into the nodes on the path Pu⃗(v),v and otherwise singular nodes.
herefore, it holds that dimΣ ≥ dim LMC(T ) − 1 which concludes the proof. □

Proof of Proposition 11. We apply the more general characterization given by Theorems 2 and 3. The
nodes u, v ∈ V are a pair of ww′-cut-nodes for some nodes w,w′ ∈ V (with at least one being different
from u and v) if and only if u or v is not a leaf of V . Thus, the claim follows from Theorem 2. The second
assertion follows from Theorem 3 and the fact that we lift to the complete graph on V . □

Proof of Lemma 4. Let x ∈ LMC(T ) ∩ Zm. In case xu,v⃗(u) = xu⃗(v),v = 1 the inequality is trivially

atisfied. Now, suppose that either xu,v⃗(u) = 0 or xu⃗(v),v = 0 for some u, v ∈ V with d(u, v) ≥ 3. Then,
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since x satisfies all cut inequalities with respect to u, v⃗(u), and u⃗(v), v, and the path inequality with respect
o u⃗(v), v⃗(u), it must hold that xu⃗(v),v⃗(u) = 0. Moreover, if even xu,v⃗(u) = 0 = xu⃗(v),v, then, by the same
easoning, we have xuv = 0 as well. Hence, x satisfies (10). □

Proof of Theorem 6. Let Σ be the face of LMC(T ) defined by (10) for some u, v ∈ V with d(u, v) ≥ 3.
As in the proof of Proposition 10 we obtain dimΣ ≥ dim LMC(T ) − 1 by observing that all but one lifted

ulticut considered in the proof of Theorem 1 satisfy (10) with equality. Indeed, only the lifted multicut
nduced by the decomposition of T into the nodes on the path Pu⃗(v),v⃗(u) and otherwise singular nodes does
not satisfy (10) with equality. □

Proof of Theorem 7. We first prove the “only if” part. To that end, suppose that {u, v′} is not a vu′-
separating node set (the case that {v, u′} is not a uv′-separating node set is analogous). Then, there exists
a vu′-path P = (VP , EP ) in G with u, v′ /∈ VP . Let Π := {VP } ∪ {{w} | w ∈ V \ VP } be the decomposition
of G into the component VP and otherwise singular nodes. Let x := 1ϕKn (Π ) be the characteristic vector of
the multicut of Kn that is induced by Π . Clearly, it holds that xvu′ = 0 and xuv = xv′u = xu′v′ = 1 and,
hence, (11) is not satisfied. Therefore, (11) is not valid and in particular not facet-defining for LMC(G).

Next, we turn to the “if” part. To that end, assume that {u, v′} is a vu′-separating node set and {v, u′}
is a uv′-separating node set. If it holds that xuv′ = 0, then there exists a uv′ path P = (VP , EP ) with
xe = 0 for all e ∈ EP . Since {v, u′} is a uv′-separating node set it holds that v ∈ VP or u′ ∈ VP . In the
first case we have xuv = 0, while in the second case we have xu′v′ = 0. If it holds that xvu′ = 0, then an
analogous argument also yields xuv = 0 or xu′v′ = 0. If, further, we have xuv′ = xvu′ = 0, then there exist
a uv′-path P = (VP , EP ) and a vu′ path P ′ = (VP ′ , EP ′) with xe = 0 for all e ∈ EP ∪EP ′ . By assumption,
the paths P and P ′ must intersect and, hence, all nodes u, u′, v, v′ are in the same component with respect
to x, i.e. xuv = xu′v′ = 0. Therefore, (11) is valid for LMC(G).

It remains to show that (11) is facet-defining for LMC(G). We show this by applying Lemma 1 together
with Theorem 6. Because G is connected there exists a path in G that connects a node in {u, u′} to a node
in {v, v′}. By assumption, every uv′-path in G contains a uv-subpath or a u′v′-subpath and so does every
vu′-path. Therefore there must exist a uv-path or a u′v′-path in G. Without loss of generality we may assume
there exists a u′v′-path in G. By adding the nodes u and v and the edges uu′ and vv′ to that path, we obtain
a uv-path. We expand this path to a spanning tree T of G. Then, it holds that u⃗(v) = u′ and v⃗(u) = v′

and the inequality (11) is precisely the intersection inequality (10) for trees with respect to u and v. By
Theorem 6 it is facet-defining for LMC(T ) and Lemma 1 yields that it is also facet-defining for LMC(G). For
an illustration of this construction, see Fig. 6. □

Proof of Lemma 5. It holds that LMC(T ) ⊆ PPP(n) as all inequalities (12)–(16) are valid for LMC(T )
by Section 6.3.

Next, we prove that PPP(n) ⊆ TPP1(T ). To this end, let x ∈ PPP(n). We show that x satisfies all
inequalities (9). Let u, v ∈ V with u < v − 1. We need to prove that both xu+1,v ≤ xuv and xu,v−1 ≤ xuv

hold. For reasons of symmetry, it suffices to show only xu+1,v ≤ xuv. We proceed by induction on the distance
of u from n. If v = n, then xu+1,n ≤ xun is given by (13). Otherwise, we use (16) for j = u and k = v + 1
and the induction hypothesis on v + 1:

xuv + xu+1,v+1 ≥ xu+1,v + xu,v+1

≥ xu+1,v + xu+1,v+1

=⇒ xuv ≥ xu+1,v.

It remains to show that x satisfies all inequalities (8). Let u, v ∈ V with u < v− 1. We proceed by induction
on d(u, v) = u − v. If d(u, v) = 2, then (8) is given by (15). If d(u, v) > 2, then we use (16) for j = u and
46
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k = v as well as the induction hypothesis on u, v − 1, which have distance d(u, v) − 1:

xuv + xu+1,v−1 ≤ xu+1,v + xu,v−1

≤ xu+1,v + xu,u+1 + xu+1,v−1

=⇒ xuv ≤ xu,u+1 + xu+1,v.

It remains to show that x satisfies the box inequalities 0 ≤ xuv ≤ 1 for all u, v ∈ {0, . . . , n} with u < v. As
x satisfies (8) and (9) it holds that

xuv ≤ xu,u+1 + xu+1,v≤ xu,u+1 + xu,v ⇒ 0 ≤ xu,u+1 (64)
xuv ≤ xu,v−1 + xv−1,v ≤ xu,v + xv−1,v ⇒ 0 ≤ xv,v−1 (65)

or u, v ∈ {0, . . . , n} with u < v − 1. Now, applying (9) recursively, together with the bases cases (12), (64),
nd (65), we obtain 0 ≤ xuv ≤ 1 for all u, v ∈ {0, . . . , n} with u < v.

Altogether, we have shown x ∈ TPP1(T ), which concludes the proof. □

roof of Theorem 8. Let the system defined by (12)–(16) be represented in matrix form as Ax ≤ α.
ote that PPP(n) is non-empty and bounded. Thus, to establish total dual integrality, we need to show that

or any θ ∈ Zm, where m = n(n+1)
2 is the number of x variables, the dual program of min{θ⊤x | Ax ≤ α}

as an integral optimal solution. In the following, we assume n ≥ 3. The case n = 2 can be verified with a
imple calculation as the system (12)–(16) becomes x02 ≤ 1, x12 ≤ x02, x01 ≤ x02, x02 ≤ x01 + x02.

We introduce the following dual variables: a for (12), bi, ci, di for i ∈ {1, . . . , n − 1} for (13), (14) and
15) respectively and ei,j for i, j ∈ {0, . . . , n} with i < j− 2 for (16). With this we obtain the following dual
rogram

max a

subject to a, b, c, d, e ≤ 0 (66)
a− b1 − cn−1 + e0n = θ0n (67)

bn−1 − dn−1 = θn−1,n (68)
bn−2 − bn−1 + dn−1 − en−3,n = θn−2,n (69)

bi − bi+1 + ein − ei−1,n = θin ∀i ∈ {1, . . . , n− 3} (70)
c1 − d1 = θ01 (71)

c2 − c1 + d1 − e03 = θ02 (72)
ci − ci−1 + e0i − e0,i+1 = θ0i ∀i ∈ {3, . . . , n− 1} (73)

−di − di+1 + ei−1,i+2 = θi,i+1 ∀i ∈ {1, . . . , n− 2} (74)
di+1 + ei−1,i+3 − ei−1,i+2 − ei,i+3 = θi,i+2 ∀i ∈ {1, . . . , n− 3} (75)

eij + ei−1,j+1 − ei−1,j − ei,j+1 = θij ∀i ∈ {1, . . . , n− 4}, (76)
∀j ∈ {i+ 3, . . . , n− 1}.

Observe that (74), (75) and (76) include all the e variables. In particular, (76) only includes e variables with
indices of distance 3, (75) couples e variables of distance 4 with those of distance 3, and finally (76) couples
the remaining e variables of distance k > 4 with those of distance k− 1 and k− 2. Therefore, we can express
all e variables in terms of the d variables and θ:

0 ≥ eij =
∑

θkℓ +
∑

dk ∀i ∈ {0, . . . , n− 3}, j ∈ {i+ 3, . . . , n}. (77)

i<k<ℓ<j i<k<j
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For i ∈ {1, . . . , n − 2} we can express the variable bi in terms of the d variables, θ and bi+1 by Eqs. (69),
70) and (77). Together with (68) we obtain

0 ≥ bi =
∑

i≤k<ℓ≤n

θkℓ +
∑

i≤k≤n−1
dk ∀i ∈ {1, . . . , n− 1}. (78)

Similarly, Eqs. (71), (72), (73) and (77) yield

0 ≥ ci =
∑

0≤k<ℓ≤i

θkℓ +
∑

1≤k≤i

dk ∀i ∈ {1, . . . , n− 1}. (79)

Lastly, Eq. (67), together with (77), (78) and (79) yields

0 ≥ a =
∑

0≤k<ℓ≤n

θkl +
∑

1≤k≤n−1
dk. (80)

ltogether we can rewrite the dual program as

max
∑

0≤k<ℓ≤n

θkl +
∑

1≤k≤n−1
dk (81)

subject to
∑

i≤k≤j

dk ≤ −
∑

i≤k<ℓ≤j

θkℓ ∀i, j ∈ {1, . . . , n− 1}, i < j∑
i≤k≤n−1

dk ≤ −
∑

i≤k<ℓ≤n

θkℓ ∀i ∈ {1, . . . , n− 1}∑
1≤k≤i

dk ≤ −
∑

0≤k<ℓ≤i

θkℓ ∀i ∈ {1, . . . , n− 1}∑
1≤k≤n−1

dk ≤ −
∑

0≤k<ℓ≤n

θkl

d ≤ 0,

where the first inequality is obtained from (77) by shifting the i and j index by +1 and −1 respectively.
The matrix corresponding to the inequality constraints satisfies the consecutive-ones property with respect
to its rows. Therefore, the constraint matrix of the system is totally unimodular and, hence, (81) admits an
integral optimal solution. □

Proof of Proposition 12. For i, j ∈ {0, . . . , n} with i < j we introduce a new variable λij :=
i−1,j +xi,j+1 −xij −xi−1,j+1 where we set x−1,k = xk,n+1 = 1 for k ∈ {0, . . . , n} and also x−1,n+1 = 1. By
earranging the definition of λ according to xij , we obtain xij = xi−1,j + xi,j+1 − xi−1,j+1 − λij . Applying
his formula recursively yields xij = 1 −

∑
k≤i,j≤ℓ λkℓ for all i, j ∈ {0, . . . , n} with i < j. By substituting

he x variables in inequalities (12)–(16) we obtain λ0n ≥ 0 from (12), λin ≥ 0 for i ∈ {1, . . . , n − 1} from
13), λ0i ≥ 0 for i ∈ {1, . . . , n − 1} from (14), λij ≥ 0 for i, j ∈ {1, . . . , n − 1}, i < j from (16) and

i≤k≤j,i ̸=j λij ≤ 1 for k ∈ {1, . . . , n− 1} from (15). By further substituting x in the objective function we
btain

θ⊤x =
∑

0≤i<j≤n

θij

⎛⎝1 −
∑

k≤i,j≤ℓ

λkℓ

⎞⎠ =
∑

0≤i<j≤n

θij −
∑

0≤k<ℓ≤n

λkℓ

∑
k≤i<j≤ℓ

θij .

ltogether, and with the definition of Θ , we obtain that min{θ⊤x | x ∈ PPP(n)} is equivalent to

min Θ0n − Θ⊤λ (82)
subject to

∑
λij ≤ 1 ∀k ∈ {1, . . . , n− 1}
0≤i≤k≤j≤n,i ̸=j
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N

λij ≥ 0 ∀i, j ∈ {0, . . . , n}, i ≤ j.

ote that this is precisely the dual of (81). By defining the additional variables λii := 1−
∑

0≤i≤k≤j≤n,i ̸=j λij

for i ∈ {0, . . . , n} we obtain (SSP). □

Proof of Proposition 13. We observe that the structure of this proof is similar to the proof
of validity for the running intersection inequalities in [56]. Let us partition K in K1, K2, . . . , Kp

such that Euv ∩
⋃

k∈Ki
Eukvk

form a component for i = 1, . . . , p. Then, we want to show that∑
k∈Ki:Nk ̸=∅ xfk

≤
∑

k∈Ki
xukvk

for all i = 1, . . . , p, for every feasible vector x. Equivalently, we can prove
that

∑
k∈Ki:Nk ̸=∅ xfk

−
∑

k∈Ki
xukvk

≤ 0 for every i = 1, . . . , p. We are going to do that by showing

max
x∈LMC(T,Ĝ)

∑
k∈Ki:
Nk ̸=∅

xfk
−
∑

k∈Ki

xukvk
= 0 for all i = 1, . . . , p. (83)

Consider an arbitrary i ∈ {1, . . . , p}. We divide the proof in two cases: whether there exists k ∈ Ki

such that xfk
= 1, or if xfk

= 0 for all k ∈ Ki. Let us start from the first case. Hence, there exists
at least one index k ∈ Ki such that xfk

= 1. Consider the first index in Ki for which this happens,
let it be k′. The corresponding path inequality (6) together with xfk′ = 1 implies that there exists an
edge e ∈ Efk′ ⊆ Euk′ vk′ such that xe = 1. In turn, the corresponding cut inequality (7), implies that
xuk′ vk′ = 1. However, e ∈ Efk′ ⊆ Nk′ = Euv ∩ Euk′ vk′ ∩

⋃
0<j<k′ Eujvj

, hence there exists j′ < k′

for which e ∈ Euj′ vj′ . Thus, xuj′ vj′ = 1 as well. If k′ is the only index for which xfk′ = 1, then∑
k∈Ki:Nk ̸=∅ xfk

−
∑

k∈Ki
xukvk

≤ −1. Assume that there exists a second index k′′ > k′ such that xfk′′ = 1.
Similarly to before, xuk′′ vk′′ = xuj′′ vj′′ = 1, for some 0 < j′′ < k′′. Note that j′′ could coincide with j′ or
k′. In this case though, the terms xfj′′ and xuj′′ vj′′ would simply cancel out without affecting the value of∑

k∈Ki:Nk ̸=∅ xfk
−
∑

k∈Ki
xukvk

. The above argument can be applied recursively until there are no indices
k ∈ Ki left for which xfk

= 1. Hence,
∑

k∈Ki:Nk ̸=∅ xfk
−
∑

k∈Ki
xukvk

≤ −1 in this case.
Let us move on to the second case, i.e. where xfk

= 0 for all k ∈ Ki. In that case, showing that (83) holds
reduces to proving that min

x∈LMC(T,Ĝ)
∑

k∈Ki
xukvk

= 0. Recall that LMC(T, Ĝ) is a binary polytope, which
tells us that

∑
k∈Ki

xukvk
≥ 0 for all feasible points. Moreover,

∑
k∈Ki

xukvk
= 0 if and only if xukvk

= 0
for all k ∈ Ki. By putting the two above parts together, we see that (83) is true.

By putting these inequalities together for the distinct components induced by K1, . . . , Kp, we get that∑
k∈K:Nk ̸=∅ xfk

≤
∑

k∈K xukvk
is a valid inequality for LMC(T, Ĝ). Then, we add to the above inequality

the bounds xe ≥ 0 for all e ∈ Euv \
⋃

k∈K Eukvk
. We are only missing the term xuv in the left-hand

side of (20). Note that if xuv = 0, then xe = 0 for every e ∈ Euv, which implies that
∑

k∈K:Nk ̸=∅ xfk
=∑

e∈Euv\
⋃

k∈K
Eukvk

xe = 0. Therefore, (20) is valid for LMC(T, Ĝ). On the other hand, if xuv = 1, it follows
that there exists e ∈ Euv such that xe = 1, and at least one of the sums on the right-hand side of (83) is
non-zero. If also the sum on the left-hand side of (83) is positive, then the discussion done earlier to show
(83) implies that (20) holds. □

Proof of Proposition 14. Let a⊤x ≤ b be a generalized intersection inequality corresponding to
uv ∈ E ∪ F , and {uk, vk} for k ∈ K.

We first prove that if a⊤x ≤ b is facet-defining, then the first property must hold. For the sake of
contradiction let us assume that Condition (i) is violated. We show that a⊤x ≤ b can be obtained as a sum
of two different generalized intersection inequalities. This implies that a⊤x ≤ b is redundant for LMC(T, Ĝ).
The violation of Condition (i) implies that there exists k̄ ∈ K such that Nk̄ ̸= ∅ and Efk̄

is not maximal in
Nk̄. This means that there exists an edge f ′

k̄
∈ F such that Ef ′

k̄
⊆ Nk̄ and Efk̄

⊂ Ef ′
k̄
. Then, let a′⊤x ≤ b

be the generalized intersection inequality obtained by replacing fk̄ with f ′
¯. Observe that the inequality

k
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xfk̄
≤ xf ′

k̄
is valid for LMC(T, Ĝ), and in particular is a generalized intersection inequality as well. It is

btained by choosing uv = fk̄, |K| = 1 and u1v1 = f ′
k̄
. When we sum a′⊤x ≤ b with xfk̄

≤ xf ′
k̄

we get
recisely a⊤x ≤ b. Therefore, a⊤x ≤ b is not facet-defining.

Next, we prove that if a⊤x ≤ b is facet-defining, then also the second condition must hold. Once again,
or the sake of contradiction, assume that there exist distinct indices i, j ∈ K such that Efi

, Efj
⊆ Ni ∩Nj

and fi ̸= fj . Consider the generalized intersection inequality a′⊤x ≤ b obtained by using the same edges uv,
{uk, vk} for k ∈ K and the same f ′

k, for k ̸= i, j. For these indices we choose f ′
i = f ′

j = fi. We construct in
n analogous manner the generalized intersection inequality a′′⊤x ≤ b, where instead we set f ′′

i = f ′′
k = fj .

It is easy to see that by summing the inequalities a′⊤x ≤ b and a′′⊤x ≤ b we obtain 2a⊤x ≤ 2b, which is
quivalent to a⊤x ≤ b. Hence, Condition (ii) must hold. □

Proof of Proposition 15. Let T = (V,E), where V = {0, 1, . . . , n} and E = {{i, i+1} | i = 0, . . . , n−1}.
onsider the path partition problem by taking into account also the additional paths between nodes in the
airs of F . Then, we define a hypergraph H by following the construction explained in the first part of
ection 6.6. Note that the node v̄1 in the hypergraph corresponding to the edge {0, 1} in T is a nest point
ince all the paths containing {0, 1} form a chain for set inclusion. If it were not so, then there would exist
wo edges ē, f̄ in H such that v̄1 ∈ ē, v̄1 ∈ f̄ , ē ̸⊆ f̄ , f̄ ̸⊆ ē. This means that there exists two nodes in H,

¯′ and v̄′′, such that v̄′ ∈ ē \ f̄ and v̄′′ ∈ f̄ \ ē. These two nodes in H correspond to two edges in T , let us
enote them by {i, i + 1} and {j, j + 1}, with i ̸= j. When we translate it to the lifted multicut setting, it
mplies that there exists two paths P0k, P0l in T starting from the node 0 and ending in two different nodes
, l such that the edge {i, i + 1} is on the path P0k but not on the path P0l, and the edge {j, j + 1} is on
he path P0l but not on the path P0k. This contradicts the assumption that T is a path starting at node 0.

Next, we remove the node v̄1, which is a nest point, from H. Once it has been removed, we similarly
emark that the node v̄2 representing {1, 2} becomes a nest point for the hypergraph that was obtained
y removing v̄1 from H. Hence, we remove v̄2 from this new hypergraph. This argument can be repeated
ecursively until we have removed all the nodes, thus obtaining the empty hypergraph. Therefore, by using
heorem 9, we can conclude that the original hypergraph H was indeed β-acyclic. □

roof of Proposition 17. We show that for a given f = vw ∈ F and a vw-cut {e, e′} where e and e′ do
ot share a node Condition (C4) of Theorem 5 is violated. For an example, see Fig. 4i.

Let s, t ∈ Zn such that e = {s, s+ 1} and e′ = {t, t+ 1}. Without loss of generality we may assume that
∈ [s+ 1, t] and v ∈ [t+ 1, s] by potentially interchanging e and e′. Since e and e′ do not share a node we

have either v ̸= s and w ̸= t or we have v ̸= t + 1 and w ̸= t + 1. In the first case consider the path along
the nodes {v, t, s, w} in the second case consider the path along the nodes {v, s+ 1, t+ 1, w}. In either case
all (vw,U)-connected components satisfy (46) or (47) and hence Condition (C4) is violated. □

Proof of Proposition 18. In case p = 2, q = 1, r = 0, S = {u} and T = {u− 1, u+ 1} for some u ∈ Zn

e have W = {{u− 1, u+ 1}} and the clique-web inequality (27) is the inequality

xu−1,u+1 ≤ xu−1,u + xu,u+1 (84)

hich is the path inequality (24) corresponding to the u− 1, u+ 1-path with edges {{u− 1, u}, {u, u+ 1}}.
his inequality is facet-defining by Corollary 6.
Now assume the clique-web inequality (27) does not coincide with a path inequality of a path of length

. We show that if x ∈ Xn satisfies (27) with equality, then x also satisfies (84) with equality for all u ∈ S.
y assumption these inequalities are different from (27). Therefore, the clique-web inequality (27) is not

acet-defining for LMC(C).
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Let x ∈ Xn such that x satisfies (27) with equality. For sake of contradiction, suppose (84) is strict,
i.e. xu,u+1 = xu−1,u = 1 or xu−1,u+1 = 0 and xu,u+1 + xu−1,u = 1. Assume that the second case holds,
.e. xu,u+1 = 1 and xu−1,u = 0 or xu,u+1 = 0 and xu−1,u = 1. Assume without loss of generality that
xu,u+1 = 1 and xu−1,u = 0. By the cut inequalities (25), it holds that 1−xu−1,u+1 ≤ (1−xu,u+1)+(1−xe) ⇒
xe = 0 for all e ∈ E \ {{u, u + 1}, {u − 1, u}}. It follows that 1 = xu,u+1 >

∑
e∈E\{{u,u+1}} xe = 0, i.e. the

ycle inequality (23) corresponding to {u, u+ 1} is violated, which is a contradiction to x ∈ Xn. Therefore,
84) can only by strict if xu,u+1 = xu−1,u = 1.

For all w ∈ Zn \ {u} the set {{u, u+ 1}, {u− 1, u}} is a uw-cut in C and the corresponding cut inequality
(25), together with xu,u+1 = xu−1,u = 1, yields xuw = 1. Therefore, it holds that

∑
w∈T xuw = |T | = p.

urther, due to xe ≤ 1 for all e ∈
(Zn

2
)

and |W | = p(p−1)
2 − pr it holds that

∑
e∈W xe ≤ p(p−1)

2 − pr. In case
= 1, i.e. S = {u} for some u ∈ Zn, (27) can be written as∑

e∈W

xe −
∑
w∈T

xuw ≤ p(p− 1)
2 − pr − p = p(p− 2r − 3)

2

<
(p− 1)(p− 2r − 2)

2 = (p− q)(p− q − 2r − 1)
2 ,

ontradicting that x satisfies (27) with equality. In case q ≥ 2, let S̊ := S \ {u} for some u ∈ S. We get∑
e∈W

xe +
∑

v,w∈S,v ̸=w

xvw −
∑

v∈S,w∈T

xvw

=
∑
e∈W

xe +
∑

v,w∈S̊,v ̸=w

xvw −
∑

v∈S̊,w∈T

xvw

  
(∗)
≤ (p−q+1)(p−q−2r)

2

+
∑
v∈S̊

xuv  
≤q−1

−
∑
w∈T

xuw  
=p

≤ (p− q)(p− q − 2r − 1)
2 − 1 < (p− q)(p− q − 2r − 1)

2 ,

.e. (27) is not satisfied with equality, in contradiction to our assumption. The inequality (∗) holds as it is a
lique-web inequality with respect to r, S̊, T and W which is valid by Lemma 6. □

Proof of Theorem 11. The proof is due to Grötschel and Wakabayashi [5]. For completeness, since we
refer to this proof in our following results, we reproduce the proof of validity:

For all i ∈ Zk the triangle inequality xvi−1vi+1 −xvi−1vi
−xvivi+1 ≤ 0 and the box inequality xvi−1vi+1 ≤ 1

old (a triangle inequality is a cycle inequality for a cycle of length three). Summing all those inequalities
e obtain

2
∑
i∈Zk

(
xvivi+2 − xvivi+1

)
≤ k.

ividing by 2 and rounding the right hand side down to the nearest integer yields (28). □

roof of Proposition 19. First, assume that (i) is not satisfied. Then there exist distinct nodes
, w ∈ {v0, . . . , vk−1} such that uw ̸= vivi+1 for all i ∈ Zk and such that ]u,w[ ∩{v0, . . . , vk−1} = ∅.
et x ∈ Xn be the characteristic vector of a lifted multicut that satisfies (28) with equality. We show that
also satisfies the equality

xuw + xu−1,w+1 = xu,w+1 + xu−1,w (85)

nd hence (28) is not facet-defining. This equality corresponds to the intersection inequality (29) with respect
o {u,w+ 1}. By Corollary 7, it holds that xuw +xu−1,w+1 ≤ xu,w+1 +xu−1,w. For sake of contradiction we
ssume that (85) is not satisfied, i.e. above inequality is strict. Then, we have either
51
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(a) xu,w+1 + xu−1,w = 1 and xuw + xu−1,w+1 = 0 or
(b) xu,w+1 + xu−1,w = 2 and xuw + xu−1,w+1 ≤ 1.

irst, assume Case (a) holds. Due to xuw = 0 the nodes u and w are in the same component of the
ecomposition of C with respect to x. Due to xu−1,w+1 = 0 the nodes u − 1 and w + 1 are also in the
ame component. Due to xu,w+1 + xu−1,w = 1 either the nodes u and w+ 1 or the nodes u− 1 and w are in

the same component with respect to x. Then, in either case, the nodes u, u − 1, w and w + 1 are all in the
same component with respect to x in contradiction to xu,w+1 +xu−1,w = 1. Therefore, Case (a) cannot occur
and, thus, Case (b) must hold. Due to xuw + xu−1,w+1 ≤ 1 we have that xuw = 0 or xu−1,w+1 = 0. By the
ut inequalities (25) it follows that the path along the nodes [u,w] or the path along the nodes [w+ 1, u− 1]
s not cut with respect to x. It follows that xu−1,u = xw,w+1 = 1 holds, since otherwise the path along the
odes [u,w + 1] or the path along the nodes [w, u − 1] would be not cut with respect to x contradicting
u,w+1 = xu−1,w = 1.

Let i1, i2 ∈ Zk such that u = vi1 and w = vi2 . Due to the assumption uw ̸= vivi+1 for all i ∈ Zk and
u,w[ ∩{v0, . . . , vk−1} = ∅ the set {{u−1, u}, {w,w+1}} is a vjvj−1-cut and a vjvj+1-cut for j = i1, i2. With
u−1,u = xw,w+1 = 1 from above, the cut inequalities (25) yield xvjvj−1 = xvjvj+1 = 1 for j = i1, i2. For the
orresponding triangles induced by the nodes {vj−1, vj , vj+1}, it holds that xvj−1vj+1−xvj−1vj

−xvjvj+1 ≤ −1
or j = i1, i2. As in the proof of Theorem 11, adding all triangle inequalities and box inequalities yields

2
k−1∑
i=0

(
xvivi+2 − xvivi+1

)
≤ k − 2.

ividing by 2 and rounding down yields

k−1∑
i=0

(
xvivi+2 − xvivi+1

)
≤
⌊
k

2

⌋
− 1 <

⌊
k

2

⌋
,

i.e. (28) is not satisfied with equality in contradiction to our assumption. Therefore every x ∈ Xn that
satisfies (28) with equality also satisfies (85) with equality and (28) cannot be facet-defining.

Next, assume (ii) is not satisfied, i.e. k ≥ 6. Due to Theorem 1, Theorem 11 and LMC(C) ⊆ MC(Kn), the
2-chorded cycle inequality is not facet-defining for LMC(C) for even k. From now on let k ≥ 7 odd. In that
case the right hand side of (28) becomes d := k−1

2 .
If v is not true to C the 2-chorded cycle inequality is not facet-defining for LMC(C) by (i), so we may

assume that v is true to C, i.e. vi ∈ [v0, vi+1[ for i = 0, . . . , k−2. Let x ∈ Xn be the characteristic vector of a
ifted multicut that satisfies (28) with equality. We show that then x also satisfies the equalities xvivi+d

= 1
or all i ∈ Zk, i.e. (28) is not facet-defining. To that end, let i ∈ Zk be fixed and assume xvivi+d

= 0. By
he cut inequalities (25), the path along the nodes [vi, vi+d] or the path along the nodes [vi+d, vi] is not cut
ith respect to x. By the path inequalities one of the following cases holds

(a) xvi+jvi+j+1 = 0 for j = 0, . . . , d− 1 and xvi+jvi+j+2 = 0 for j = 0, . . . , d− 2,
(b) xvi−jvi−j−1 = 0 for j = 0, . . . , d and xvi−jvi−j−2 = 0 for j = 0, . . . , d− 1.

n Case (a) at most d + 2 summands of the left hand side of (28) with coefficient +1 can have value 1.
herefore (28) can only be satisfied with equality if

∑d
j=0 xvi−jvi−j−1 ≤ 2 holds. In case

∑d
j=0 xvi−jvi−j−1 =

we have xvjvj+1 = xvjvj+2 = 0 for all j ∈ Zk and clearly (28) is not satisfied with equality. The case
d
j=0 xvi−jvi−j−1 = 1 cannot occur since a cycle inequality with respect to the cycle along the nodes

0, . . . , vk−1 would be violated. In case
∑d

j=0 xvi−jvi−j−1 = 2 there are exactly two indices i1, i2 ∈ Zk with
vi1 vi1+1 = xvi2 vi2+1 = 1 and xvℓvℓ+1 = 0 for all ℓ ∈ Zk \ {i1, i2}. It follows xvi1−1vi1+1 = xvi1 vi1+2 =

vi2−1vi2+1 = xvi2 vi2+2 = 1 and xvℓvℓ+2 = 0 for all ℓ ∈ Zk \ {i1 − 1, i1, i2 − 1, i2}. Therefore, the left hand
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side of (28) evaluates to 4−2 = 2 (or 3−2 = 1 if i1 and i2 are just one apart) and since k ≥ 7 the inequality
28) is not satisfied with equality.

In Case (b) at most d + 1 summands of the left hand side of (28) with coefficient +1 can have value 1
nd (28) can only be satisfied with equality if

∑d−1
j=0 xvi+jvi+j+1 ≤ 1 holds. Only the case “= 0” can occur

ince otherwise a cycle inequality would be violated and, as above, it follows that (28) is not satisfied with
quality.

All together, we have shown that all x ∈ Xn that satisfy (28) with equality also satisfy xvivi+d
= 0 for

∈ Zk and therefore (28) is not facet-defining for LMC(C). □

roof of Proposition 20. There are k! permutations of k nodes v0, . . . , vk−1. Respectively 2k
ermutations represent the same cycle. Therefore, in total there are

n∑
k=5 odd

(
n

k

)
k!
2k =

n∑
k=5 odd

n!
(n− k)! 2k

distinct half-chorded odd cycle inequalities. □

Proof of Lemma 7. We show this by constructing the inequality by summing other valid inequalities
and then adjusting the right hand side downward to the next integer, similarly to the proof of Theorem 11.

Let 5 ≤ k ≤ n with k odd, let d = k−1
2 , and let v :Zk → Zn injective. For i ∈ Zk consider the valid cycle

nequality

xvivi+d
−

d−1∑
ℓ=0

xvi+ℓvi+ℓ+1 ≤ 0 (86)

or the cycle along the nodes vi, vi+1, . . . , vi+d. Summing inequalities (86) and d−1 times the box inequalities
vivi+d

≤ 1 for i ∈ Zk we obtain

d
∑
i∈Zk

(
xvivi+d

− xvivi+1

)
≤ k(d− 1).

he claim follows by dividing both sides by d = k−1
2 and rounding down:

∑
i∈Zk

(
xvivi+d

− xvivi+1

)
≤
⌊

(k − 3) k

k − 1

⌋
=
⌊

(k − 3) + k − 3
k − 1

⌋
= k − 3.

t is easy to see that the obtained inequality is a Chvátal inequality of rank 1. In particular, we choose
ultipliers 1

d for the considered cycle inequalities, d−1
d for the considered box inequalities, and 0 for all the

emaining inequalities of canonical relaxation of MC(Kn). It follows immediately that the multipliers are
on-negative by construction. □

roof of Lemma 8. Let r := |I|. For r = 0 it holds W = ∅, i.e. x = χ(W ) = 0 and the left hand side of
30) evaluates to 0 and the inequality is not satisfied with equality.

Next, assume r = 1, i.e. I = {j} for some j ∈ Zk. Then, since v is true to C, the path along the nodes
vj+1, vj ] is not cut with respect to x. By the path inequalities (24) none of the edges vivi+1 and vivi+d are
ut with respect to x. As for r = 0, the left hand side of (30) evaluates to 0 and the inequality is not satisfied
ith equality.
For r ≥ 2 an edge vivi+1 is cut if and only if i ∈ I. It follows that

∑
i∈Zk

xvivi+1 = r. Therefore, inequality
30) can be written as

∑
i∈Zk

xvivi+d
− r ≤ k − 3. Clearly, it holds that

∑
i∈Zk

xvivi+d
≤ k. Thus, for r ≥ 4

he left hand side of (30) is ≤ k − 4 and (30) is not satisfied with equality.
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Next, assume r = 2, i.e. I = {j, ℓ} for some j, ℓ ∈ Zk with j ̸= ℓ. By the above observation, the inequality
(30) is satisfied with equality if and only if all but one of the half-chords vivi+d for i ∈ Zk are cut with
respect to x. This is satisfied if and only if j − ℓ ∈ {d, d+ 1}.

Lastly, assume r = 3. The inequality (30) is satisfied with equality if and only if all of the half-chords
{vi, vi+d} for i = 0, . . . , k − 1 are cut. This is satisfied if and only if for all j, ℓ ∈ I with j ̸= ℓ it holds that
j − ℓ ∈ {1, . . . , d} or ℓ− j ∈ {1, . . . , d}. □

Proof of Lemma 9. Let S := {x ∈ Xn | x satisfies (30) with equality} and let Σ := convS be the face
that is defined by (30). Let Σ ′ be a facet of LMC(C) with Σ ⊆ Σ ′ and suppose Σ ′ is defined by an inequality
a⊤x ≤ β for some a ∈ R(Zn

2 ) and β ∈ R. Let S′ := {x ∈ Xn | a⊤x = β} be the set of integral points in the
facet Σ ′, i.e. S ⊆ S′. We show that (30) is a positive scalar multiple of a⊤x ≤ β and hence Σ = Σ ′, i.e. (30)
defines a facet of LMC(C). In particular we need to show that there exists α > 0 with α = avivi+d

= −avivi+1

for i ∈ Zk with d := k−1
2 , β = α(k− 3), and af = 0 for all other edges f . We start by showing af = 0 for all

∈
(Zn

2
)

\ E∗ with E∗ :=
{
vivi+1, vivi+d | i ∈ Zk

}
in two steps:

(i) auw = 0 for u ∈ Zn \ {v0, . . . , vk−1} and w ∈ Zn \ {u},
(ii) avw = 0 for vw ⊆ {v0, . . . , vk−1} and vw /∈ E∗.

Proof of (i). Let i ∈ Zk such that u ∈ ]vi, vi+1[ and let v∗ := vi−d (this i is unique since v is true to C). First
e show auw = 0 for w ∈ ]u, v∗]. We define x1(w) := χ({u − 1, u, w, v∗}) and x2(w) := χ({u − 1, w, v∗}).
y Lemma 8, both x1(w) and x2(w) satisfy (30) with equality. Indeed, we have u, u − 1 ∈ [vi, vi+1[ and
∗ ∈ [vi−d, vi−d+1[, i.e. I = {i, i − d, j} where j ∈ Zk such that w ∈ [vj , vj+1[. In case j ∈ {i, i − d}
e have I = {i, i − d} and condition (a) is satisfied. Otherwise condition (b) is satisfied. Therefore, it
olds that x1(w), x2(w) ∈ S ⊆ S′, i.e. a⊤x1(w) = a⊤x2(w) = β. Lastly, it holds that a⊤x(w) = 0 for
(w) := x1(w) − x2(w). By construction we have for all w ∈ ]u, v∗] that x(w)uw′ = 1 for w′ ∈ ]u,w] and
(w)f = 0 for all other edges f . For z(w) := x(w) − x(w− 1) (with x(u) = 0), it holds that z(w)uw = 1 and
(w)f = 0 for all other edges f . It follows that 0 = a⊤z(w) = auw for all w ∈ ]u, v∗].

For w ∈ ]v∗, u[ an analogous construction yields auw = 0 and Claim (i) follows.
Note that the presented construction does not work for u = vi for some i because in that case we would

ave I = {i− 1, i, i+ d, j} and x1(w) does not satisfy (30) with equality, by Lemma 8.
Proof of (ii). We need to show avivi+ℓ

= 0 for all i ∈ Zk and ℓ ∈ {2, . . . , d− 1}. To that end we define the
ollowing vectors:

x1(i, ℓ) := χ({vi, vi+d − 1, vi−ℓ})
x2(i, ℓ) := χ({vi − 1, vi+d − 1, vi−ℓ})
x3(i, ℓ) := χ({vi − 1, vi+ℓ − 1, vi−d})
x4(i, ℓ) := χ({vi, vi+ℓ − 1, vi−d})

or i ∈ Zk and ℓ ∈ {2, . . . , d − 1}. All these vectors satisfy condition (b) of Lemma 8 and thus satisfy (30)
ith equality. Therefore, it holds that xj(i, ℓ) ∈ S ⊆ S′, and hence a⊤xj(i, ℓ) = β, for j = 1, 2, 3, 4. Further,
e define x(i, ℓ) := x1(i, ℓ) − x2(i, ℓ) + x3(i, ℓ) − x4(i, ℓ) which satisfies a⊤x(i, ℓ) = 0. By construction, it
olds that x(i, ℓ)viw = 1 for w ∈ [vi+ℓ, vi+d[ ∪ ]vi−d, vi−ℓ] and x(i, ℓ)f = 0 for all other edges f . Next, we
efine z(i, d− 1) := x(i, d− 1) and z(i, ℓ) := x(i, ℓ) − x(i, ℓ+ 1) for ℓ ∈ {2, . . . , d− 2}. For ℓ ∈ {2, . . . , d− 1},
t holds that z(i, ℓ)viw = 1 for w ∈ [vi+ℓ, vi+ℓ+1[ ∪ ]vi−ℓ−1, vi−ℓ] and z(i, ℓ)f = 0 for all other edges f . Thus,
⊤z(i, ℓ) = 0 yields ∑

w∈[vi+ℓ,vi+ℓ+1[

aviw +
∑

w∈ ]vi−ℓ−1,vi−ℓ]

aviw = 0. (87)
y Claim (i), it holds that aviw = 0 for w /∈ {v0, . . . , vk−1} and (87) yields avivi+ℓ
+ avi,vi−ℓ

= 0.
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Now consider the cycle in Kn along the nodes vi, vi+ℓ, vi+2ℓ, . . . , vi−ℓ, vi. By the above observation the
oefficient af of the edges f along that cycle have alternating sign. The length of this cycle is the smallest
nteger p such that ℓ · p = 0 (mod k). If p was even, say p = 2q it would follow ℓ · q = 0 (mod k) since k is
dd and p would not be smallest. Therefore, the cycle has odd length p. As the coefficients af of all edges f
n that cycle have the same absolute value and an alternating sign, all these coefficients must be zero. This
roves Claim (ii). For an illustration of this proof, see Fig. 17.

Next, we show that there exists α ∈ R with α = −avivi+1 for all i ∈ Zk. For that we consider the vectors
1(i, 2), x2(i, 2) ∈ S ⊆ S′ from the proof of Claim (ii), and set x := x1(i, 2) − x2(i, 2) for which it holds that
⊤x = 0. By construction we have xviw = −1 for w ∈ ]vi−2, vi[ and xviw = 1 for w ∈ ]vi, vi+d[ and xf = 0
or all other f ∈

(Zn
2
)
. By (i) and (ii) we have aviw = 0 for all w ∈ ]vi−2, vi+d[\{vi−1, vi, vi+1} and a⊤x = 0

ields avivi−1 = avivi+1 . This holds for all i ∈ Zk, i.e. there exists α ∈ R with α = −avivi+1 for all i ∈ Zk.
We continue by showing α = avivi+d

for all i ∈ Zk. For that we consider the vectors x1 := χ({vi −
, vi, vi+d}) and x2 := χ({vi − 1, vi+d}) which satisfy Conditions (a) and (b) of Lemma 8 respectively,
.e. x1, x2 ∈ S ⊆ S′. We define x := x1 − x2 which satisfies a⊤x = 0 and by construction we have xviw = 1
or w ∈ ]vi, vi+d]. By (i) and (ii), it holds that aviw = 0 for all w ∈ ]vi, vi+d] \ {vi+1, vi+d} and a⊤x = 0
ields avivi+1 + avivi+d

= 0. With the definition of α from above it follows that α = avivi+d
for i ∈ Zk.

Lastly, by plugging any of the previously considered vectors x ∈ S ⊆ S′ in a⊤x = β we obtain
= α(k − 3). It holds that α ̸= 0, because otherwise a⊤x ≤ β would be 0⊤x ≤ 0 which is obviously

ot facet-defining. Further, it holds that α > 0 because for α < 0 the vector 0 ∈ Xn would violate the
nequality a⊤0 ≤ α(k − 3). All together we have shown that (30) is indeed a positive scalar multiple of
⊤x ≤ β and, thus, is facet-defining for LMC(C). □

roof of Lemma 10. This proof follows the same line of the proof of Proposition 19(i). Let u,w ∈
v0, . . . , vk−1} distinct, as in the proof of Proposition 19(i), i.e. uw ̸= vivi+1 for all i ∈ Zk and
u,w[ ∩{v0, . . . , vk−1} = ∅. We show that all x ∈ Xn that satisfy (30) with equality also satisfy

xuw + xu−1,w+1 = xu,w+1 + xu−1,w (88)

ith equality and, therefore, (30) is not facet-defining for LMC(C). Let x ∈ Xn such that x satisfies (30)
ith equality and assume x does not satisfy (88). Then, as in the proof of Proposition 19(i), it follows that
u−1,u = xw,w+1 = 1. Now let i1, i2 ∈ Zk be the indices such that u = vi1 and w = vi2 . As in the proof of
roposition 19(i), it follows that xvjvj−1 = xvjvj+1 = 1 for j = i1, i2. It holds that

xvivi+d
−

d−1∑
ℓ=0

xvi+ℓvi+ℓ+1 ≤ −1 (89)

or all i ∈ Zk with i1 ∈ {i + 1, i+ 2, . . . , i + d − 1} or i2 ∈ {i + 1, i+ 2, . . . , i + d − 1}. There are at least d
any such i. Adding all cycle inequalities (86) and (d− 1) times the box inequalities xvivi+d

≤ 1 for i ∈ Zk,
s in the proof of Lemma 7, we obtain

d
∑
i∈Zk

(
xvivi+d

− xvivi+1

)
≤ k(d− 1) − d,

here the −d on the right hand side is due to (89). Dividing both sides by d rounding the right hand side
own to the nearest integer yields

k∑
i=1

(
xvivi+d

− xvivi+1

)
≤
⌊
k(d− 1)

d
− 1
⌋

= k − 4.

herefore x does not satisfy (30) with equality in contradiction to our assumption and the claim follows. □
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Fig. 17. Illustration of the construction of the proof of (ii) from the proof of Lemma 9. Observe that the nodes are enumerated
ounterclockwise. In the shown example we have n = k = 11, i.e. d = 5, and ℓ = 3 (note that for n = k the set Zn \ {v0, . . . , vk−1} is

empty and (i) does not occur). The first four graphs illustrate the decompositions of C with respect to the vectors x1(i, ℓ) to x4(i, ℓ).
In the fifth graph the four drawn edges are precisely the edges f with x(i, ℓ)f = 1. The continuously drawn edges are the edges f

with z(i, ℓ)f = 1, i.e. the edges {vi, vi+ℓ} and {vi, vi−ℓ}. The sixth graph is the cycle of odd length that contains all edges {vi, vi+ℓ}
for i ∈ Zk.

Proof of Proposition 21. For every set of k nodes of C there is only one half-chorded odd cycle inequality
(30) that is facet-defining for LMC(C) because each enumeration of k nodes that is true to C yields the same
half-chorded odd cycle inequality. There are 2n−1 ways to select an odd number of nodes. There are n and
n(n−1)(n−2)

6 ways to select just 1 and 3 nodes respectively. Together the claim follows. □

roof of Theorem 13. By Lemma 7, the inequality is valid for MC(KV ) and thus, by Proposition 4,
alid for LMC(G). We show that it is facet-defining by extending the proof of Lemma 9. To that end we

identify the n nodes VC with Zn in such a way that EC = {{v, v+ 1} | v ∈ Zn}. Let Kn = (Zn,
(Zn

2
)
) be the

subgraph of KV that is induced by the node set Zn. For a vector x ∈ {0, 1}(Zn
2 ) we define the extension of

as x̄ ∈ {0, 1}(V
2 ) with

x̄e =
{
xe for e ∈

(Zn
2
)

1 otherwise.
f x is the characteristic vector of a multicut of Kn lifted from C that is induced by the partition Π of
n, then x̄ is the characteristic vector of the multicut of KV lifted from G that is induced by the partition

¯ = Π ∪ {{v} | v ∈ V \ Zn} of V .
As in the proof of Lemma 9, let Σ be the face of LMC(G) that is defined by (30), let Σ ′ be a facet of

′ ′ ⊤ (V
2 )
MC(G) with Σ ⊆ Σ and suppose Σ is defined by the inequality a x ≤ β with a ∈ R and β ∈ R. Let
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S := Σ ∩ {0, 1}(V
2 ) and S′ := Σ ′ ∩ {0, 1}(V

2 ) be the sets of the characteristic vectors of multicuts of KV lifted
rom G that satisfy (30) and a⊤x ≤ β with equality.

For every characteristic vector x of a multicut lifted from C to Kn that satisfies (30) (restricted to
(Zn

2
)
)

ith equality, the extension x̄ also satisfies (30) with equality. By considering the extension of the vectors
(W ) used in the proof of Lemma 9, we obtain that ae = 0 for all edges e ∈

(Zn
2
)

\ {vivi+1, vivi+d | i ∈ Zk}
nd that there exists α ∈ R with α = avivi+d

= −avivi+1 for all i = 0, . . . , k− 1. It remains to show auw = 0
or all uw ∈

(
V
2
)

with uw ̸⊆ Zn.

laim 1. For every uw ∈
(

V
2
)

with {u,w} ̸⊆ Zn there exists a uw-path P = (VP , EP ) in G such that there
xists x ∈ S corresponding to the partition Π = {π1, . . . , πp} with VP = πj for some j ∈ {1, . . . , p}.

roof of Claim 1. First assume that there exists a uw-path in G − Zn where G − Zn denotes the graph
hat is obtained by removing the nodes Zn and all edges incident to at least one node in Zn from G.
et P = (VP , EP ) be such a path. Let Π ∗ be a decomposition of C such that the characteristic vector
∗ of the induced multicut of Kn lifted from C satisfies (30) (restricted to

(Zn
2
)
) with equality. Then,

:= Π ∗ ∪ {VP } ∪ {{v} | v ∈ V \ (Zn ∪ VP )} is a decomposition of G. Let x be the characteristic vector of
he multicut of KV lifted from G corresponding to Π . It holds that xe = x∗

e for all e ∈
(Zn

2
)

and, hence, x
atisfies (30) with equality.

Next assume that there does not exist a uw-path in G−Zn. Since G is connected there exist u′, w′ ∈ Zn

uch that there is a uu′-path Pu = (Vu, Eu) in G − (Zn \ {u′}) and a ww′-path Pw = (Vw, Ew) in
G− (Zn \ {w′}). Note that in case u ∈ Zn it holds that u = u′ and Eu = ∅, and in case w ∈ Zn it holds that
w = w′ and Ew = ∅. As there exists no uw-path in G− Zn, it holds that Eu ∩Ew = ∅. Let i1, i2 ∈ Zk such
that u′ ∈ ]vi1 , vi1+1] and w′ ∈ ]vi2 , vi2+1]. We may assume i2 − i1 ≤ d (mod k) by possibly interchanging
u and w. Let x∗ := χ({u′ − 1, w′, vi1+d+1}) be the characteristic vector of the multicut of Kn lifted from
C corresponding to the partition {[u′, w′], ]w′, vi1+d+1], ]vi1+d+1, u

′[} of Zn. By Lemma 8, x∗ satisfies (30)
(restricted to

(Zn
2
)
) with equality (in the case where w′ = vi1+d+1 holds, condition (a) is satisfied, otherwise

condition (b) is satisfied). Now let P = (VP , EP ) be the uw-path with VP = Vu ∪ Vw ∪ [u′, w′] and EP =
Eu ∪Ew ∪{{v, v+1} | v ∈ [u′, w′[}. Let Π := {VP , ]w′, vi1+d+1], ]vi1+d+1, u

′[}∪{{v} | v ∈ V \(Zn ∪Vu ∪Vw)}
be a partition of V . By construction Π is a decomposition of G. Let x be the characteristic vector of the
multicut lifted from G to KV that corresponds to the decomposition Π . Again, by construction, it holds
that xe = x∗

e for e ∈
(Zn

2
)

and therefore x satisfies (30) with equality and the path P meets the requirements
from Claim 1. This concludes the proof of Claim 1. For an illustration we refer to Fig. 18. ⋄

For uw ∈
(

V
2
)

with {u,w} ̸⊆ Zn let P = (VP , EP ) be a shortest uw-path that meets the requirements
of Claim 1, and let d(u,w) be the length of P . Further, let Π = {π1, . . . , πp} be a decomposition of G that
meets the requirements of Claim 1. In particular, let j ∈ {1, . . . , p} with πj = VP . Define Π ′ := {πi | i ∈
{1, . . . , p} \ {j}} ∪ {πj ∩ Zn} ∪ {{v} | v ∈ πj \ Zn}. Clearly Π ′ is a decomposition of G. Let x and x′ be
the characteristic vectors of the multicuts of KV lifted from G corresponding to Π and Π ′ respectively. By
construction and Claim 1, x satisfies (30) with equality. Further, it holds that x′

e = xe for all e ∈
(Zn

2
)

and
therefore also x′ satisfies (30) with equality. It follows that x, x′ ∈ S ⊆ S′ and z := x′ − x satisfies a⊤z = 0.
By construction, it holds that zst = 1 for all s, t ∈ VP with s ̸= t and {s, t} ̸⊆ Zn and ze = 0 for all other
edges e. Thus, a⊤z = 0 yields ∑

s,t∈VP ,s̸=t,{s,t}̸⊆Zn

ast = 0. (90)

We prove auw = 0 for all uw ∈
(

V
2
)

with {u,w} ̸⊆ Zn by induction over d(u,w). For d(u,w) = 1 equality(
V
)

(90) yields the desired auw = 0. Now assume that it holds ast = 0 for all st ∈ 2 with {s, t} ̸⊆ Zn and
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Fig. 18. Depicted is a decomposition of a graph G that satisfies the condition of Claim 1 in the proof of Theorem 13. The depicted
raph (black edges) has a cycle C of length 12. The blue edges depict the support graph of the half-chorded odd cycle inequality
30) with respect to v0, . . . , v4. The blue areas illustrate the decomposition of G that is constructed in the proof: it contains one
omponent that corresponds to a uw-path and it satisfies (30) with equality. (For interpretation of the references to color in this
gure legend, the reader is referred to the web version of this article.)

(s, t) < d(u, v). From the proof of Claim 1, it is easy to see that for all s, t ∈ VP with s ̸= t, {s, t} ̸⊆ Zn

nd st ̸= uw it holds that d(s, t) < d(u,w). This assumption, together with (90), yields auw = 0.
Like in the proof of Lemma 9 it follows that a⊤x ≤ β is a positive scalar multiple of (30), i.e. Σ = Σ ′,

nd (30) is facet-defining for LMC(G). □

roof of Proposition 24. Let k ≥ 5 odd, let d = k−1
2 , and let v : Zk → Zn. Define w : Zk → Zn

ith wi = vi·d for i ∈ Zk. Then it holds that
{

{wi, wi+1} | i ∈ Zk

}
=
{

{vi, vi+d} | i ∈ Zk

}
and

{wi, wi+2} | i ∈ Zk

}
=
{

{vi, vi+1} | i ∈ Zk

}
. In particular, the edges {wi, wi+1} for i ∈ Zk induce a cycle

nd the edges {wi, wi+2} for i ∈ Zk are the 2-chords of that cycle. The half-chorded odd cycle inequality
30) with respect to v can be written in terms of w as∑

i∈Zk

(xwiwi+2 − xwi,wi+1 + 1) ≥ 3. (91)

s detailed in [29], for a given x ∈ [0, 1](
Zn
2 ) one can decide in polynomial time whether there exists an

nequality of the form (91) that is violated by x. Note that Müller [29] considers the clique partitioning
roblem instead of the multicut problem, i.e. before the algorithm can be applied, inequality (91) has to be
eformulated by substituting 1 − x for x. □

roof of Proposition 25. For any node v there are 2n−2 ways to pick an odd number of nodes of Zn \{v}
hat are true to the cycle C, yielding the n2n−2 part. The −n(n− 1)/2 part is to account for the fact that
e are counting the box inequalities twice. □

roof of Proposition 26. For any node w ∈ Zn there are 2n−1 − n − (n−1)(n−2)
2 ways to pick three or

ore nodes of Zn \ {w} that are true to C. Additionally, there are n(n−1)
2 box inequalities. Together, there

are
n

(
2n − n− (n− 1)(n− 2)

2

)
+ n(n− 1)

2
lider inequalities and the claim holds. □

roof of Lemma 11. For k = 0 the claim is trivial so from now on we assume k ≥ 1. Let x ∈ Xn and let
:=
∑k

x be the number of edges in the sail that are cut. First we consider c = 0, i.e. x = 0
i=0 vivi+1 vivi+1
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for all i ∈ {0, . . . , k}. If x
viw

j
i

= 0 for all i ∈ {1, . . . , k} and all even j ∈ {1, . . . ,mi} the inequality obviously
olds. Otherwise, let i− and i+ be the smallest and largest indices i ∈ {1, . . . , k} respectively, such that
here exists an even j ∈ {1, . . . ,mi} with x

viw
j
i

= 1. Let j− be the largest even index j ∈ {1, . . . ,mi−}
ith x

vi− w
j
i−

= 1 and let j+ be the smallest even index j ∈ {1, . . . ,mi+} with x
vi+ w

j
i+

= 1. By the path

nequalities (24) the vi−w
j−
i−

path via v0 and the vi+w
j+
i+

path via vk+1 are both cut with respect to x. For
onvenience we define

S(i) :=
mi∑
j=1

(−1)jx
viw

j
i
. (92)

y the cut inequalities (25) the following holds

• If i− = i+ we have x
vi− w

j
i−

= 1 for j ∈ {j+, . . . , j−}, i.e. S(i−) ≤ 1. Otherwise, by the definition of

the indices i−, i+, we have x
viw

j
i

= 1 for i = i−, j ∈ {1, . . . , j−} and for i = i+, j ∈ {j+, . . . ,mi+},
i.e. S(i−) ≤ 0 and S(i+) ≤ 0.

• For i ∈ {i− + 1, . . . , i+ − 1} we have x
viw

j
i

= 1 for j ∈ {1, . . . ,mi}, i.e. S(i) = −1.

or i ∈ {1, . . . , i− − 1} ∪ {i+ + 1, . . . , k} we have, by definition of i− and i+, x
viw

j
i

= 0 for all even
j ∈ {1, . . . ,mi}, i.e. S(i) ≤ 0. Altogether, we have

∑k
i=1 S(i) ≤ 1, i.e. inequality (34) holds.

Now assume c ≥ 1. Let i− := min{i ∈ {0, . . . , k} : xvivi+1 = 1} and i+ := max{i ∈ {0, . . . , k} :
vivi+1 = 1}. Due to xvi− vi−+1 = 1 and xvi+ vi++1 = 1 and the path inequalities (24), there exist an edge
− on the paths along the nodes [vi− , vi−+1] and an edge e+ on the path along the nodes [vi+ , vi++1] with
e− = xe+ = 1. For i ∈ {i− + 1, . . . , i+} the set {e−, e+} is a viw

j
i -cut for j = 1, . . . ,mi and the cut

nequality (25) with respect to that cut yields x
viw

j
i

= 1 for j = 1, . . . ,mi, i.e. it holds that S(i) = −1 for
∈ {i− + 1, . . . , i+}. Next we show S(i) ≤ 0 for all i ∈ {1, . . . , k} \ {i− + 1, . . . , i+}. Let i ∈ {1, . . . , i−}. If

viw
j
i

= 0 for all even j ∈ {1, . . . ,mi} then S(i) ≤ 0 holds. Otherwise, if there exists an even j ∈ {1, . . . ,mi}
ith x

viw
j
i

= 1, the path inequalities (24) yield that the viw
j
i -path along the nodes [wj

i , vi] is cut. Together
ith xvi− vi−+1 = 1 the cut inequalities (25) yield x

viw
j′
i

= 1 for all j′ ∈ {1, . . . , j} and S(i) ≤ 0 holds.
nalogously one can show that S(i) ≤ 0 holds for i ∈ {i+ + 1, . . . , k}.
By the definition of c, i− and i+, there are at least c − 1 indices i ∈ {i− + 1, . . . , i+}, i.e.

∑k
i=1 S(i) ≤

(c− 1) and with this (34) holds. □

roof of Theorem 14. For k = 0 the claim holds by Corollary 3 so we may assume k ≥ 1.
Let S ⊆ Xn be the set of characteristic vectors of lifted multicuts that satisfy (34) with equality and let
= convS be the face of LMC(C) that is defined by (34). Assume Σ ′ is a facet of LMC(C) with Σ ⊆ Σ ′

nd suppose Σ ′ is defined by the inequality a⊤x ≤ b with a ∈ R(Zn
2 ) and b ∈ R. Let S′ ⊆ Xn be the set

f characteristic vectors x of lifted multicuts with a⊤x = b, i.e. Σ ′ = convS′. We show that a⊤x ≤ b

s a positive scalar multiple of (34) and, thus, Σ = Σ ′ which yields that (34) is indeed facet-defining.
n particular, we need to show that there exists α > 0 such that b = α, avivi+1 = α for i = 0, . . . , k,

viw
j
i

= (−1)jα for i = 1, . . . , k, j = 1, . . . ,mi and ae = 0 for all other edges e ∈
(Zn

2
)

\ E∗ with
∗ := {vivi+1 | i ∈ {0, . . . , k}} ∪ {viw

j
i | i ∈ {1, . . . , k}, j ∈ {1, . . . ,mi}}.

To that end we introduce some notation. For a connected subset V ⊆ Zn of C let Π = {V } ∪ {{u} |
∈ Zn \ V } be the decomposition of C that consists of the component V and otherwise singular nodes.

et ψ(V ) := 1ϕKn (Π ) be the characteristic vector of the multicut that is induced by the decomposition Π ,
.e. ψ(V )e = 0 ⇐⇒ e ⊆ V . In particular, for s, t ∈ Zn, s ̸= t, it holds that ψ([s, t])e = 0 ⇐⇒ e ⊆ [s, t] and
e have

ψ([s, t[) + ψ(]s, t]) − ψ(]s, t[) − ψ([s, t]) = 1 . (93)
{st}
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t
h

Note that the set ]s, t[ is potentially empty. In that case we have ψ(∅) = 1, the all one vector.
If, for a given edge st ∈

(Zn
2
)
, we can show that

ψ([s, t[), ψ(]s, t]), ψ(]s, t[), ψ([s, t]) ∈ S ⊆ S′, (94)

hen, by (93), it follows that a⊤1{st} = 0 and therefore ast = 0. With this preparation, we show that ast = 0
olds for st ∈

(Zn
2
)

\ E∗ by distinguishing between different cases:

1. First, assume s, t ∈ ]vk, v1[. By potentially interchanging s and t we may assume [s, t] ⊆ ]vk, v1[. Then
all edges e ∈ E∗ are cut with respect to the four characteristic vectors. As the left hand side of (34)
includes the coefficient +1 once more than the coefficient −1, all four characteristic vectors satisfy (34)
with equality. Therefore, (94) is satisfied and by the argument above, it follows that ast = 0.

2. Next, assume s, t ∈ [v1, vk] and distinguish further cases:

(a) If there exist i ∈ {1, . . . , k − 1} with s, t ∈ [vi, vi+1] we may assume that [s, t] ⊆ [vi, vi+1] by
potentially interchanging s and t. Then, as before, (94) is satisfied since all edges e ∈ E∗ are cut
with respect to the four characteristic vectors (by st /∈ E∗ it holds that st ̸= vivi+1). It follows
that ast = 0. (Note that in the cases s, t ∈ [v0, v1] and s, t ∈ [vk, vk+1] the same argument yields
ast = 0).

(b) If there does not exist i ∈ {1, . . . , k − 1} with s, t ∈ [vi, vi+1] we may assume [t, s] ⊆ [v1, vk],
again, by potentially interchanging s and t. Then, there exists i, j ∈ {2, . . . , k − 1} with i ≤ j

and s ∈ ]vj , vj+1], t ∈ [vi−1, vi[. With respect to ψ([s, t]) an edge e ∈ E∗ is cut if and only if it
is incident to a node vℓ with ℓ ∈ {i, . . . , j}. Therefore, ψ([s, t]) satisfies (34) with equality. If it
holds that s = vj+1 then, additionally, the edges e ∈ E∗ that are incident to vj+1 are cut with
respect to ψ(]s, t]) and ψ(]s, t[). If it holds that t = vi−1 then additionally the edges e ∈ E∗ that
are incident to vi−1 are cut with respect to ψ([s, t[) and ψ(]s, t[). Either way, all four characteristic
vectors satisfy (34) with equality, i.e. (94) holds and we obtain ast = 0.

3. It remains to consider the cases s ∈ [v1, vk] ∧ t ∈ ]vk, v1[ and t ∈ [v1, vk] ∧ s ∈ ]vk, v1[. By potentially
interchanging s and t, we may assume s ∈ [v1, vk] ∧ t ∈ ]vk, v1[. We distinguish further cases:

(a) First, suppose s = vi for some i ∈ {1, . . . , k}. We distinguish even further:

i. Consider that t ∈ ]wmi
i , v1[. In case i = 1 and t ∈ ]v0, v1[ the claim follows by (a). So we may

assume i ̸= 1 or t ∈ ]wmi
i , v0[. Then, (94) is satisfied: for x = ψ([s, t]) or x = ψ([s, t[) an edge

e ∈ E∗ is cut with respect to x if and only if it is incident to a node vℓ for ℓ ∈ {0, . . . , i− 1}.
For x = ψ(]s, t]) or x = ψ(]s, t[) and edge e ∈ E∗ is cut with respect to x if and only if it is
incident to a node vℓ for ℓ ∈ {0, . . . , i}. It follows that ast = 0.

ii. The case t ∈ ]vk, w
1
i [ follows analogously to 3(a)i by interchanging s and t.

iii. It remains to consider t ∈ [w1
i , w

mi
i ]. Due to st /∈ E∗ there exists j ∈ {1, . . . ,mi −1} such that

t ∈ ]wj
i , w

j+1
i [. First assume that j is odd. Then, (94) is satisfied by the following argument:

As in 3(a)i, all edges e ∈ E∗ that are incident to a node vℓ for ℓ ∈ {0, . . . , i− 1} are cut with
respect to all four characteristic vectors. For x = ψ([s, t]) or x = ψ([s, t[) additionally the
edges viw

ℓ
i for ℓ ∈ {j + 1, . . . ,mi} are cut with respect to x. Since j is odd x satisfies (34)

with equality. For x = ψ(]s, t]) or x = ψ(]s, t[) additionally all edges e ∈ E∗ that are incident
to vi are cut with respect to x and x satisfies (34) with equality. It follows ast = 0.
If, otherwise, j is even, interchanging s and t yields ast = 0 by an analogous argument.

(b) Otherwise, there exists an i ∈ {1, . . . , k − 1} such that s ∈ ]vi, vi+1[. We again distinguish further

cases:
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i. Consider t ∈ ]wmi+1
i+1 , v1[. Then, (94) is satisfied since for all four characteristic vectors an

edge e ∈ E∗ is cut with respect to the respective vector if and only if e is incident to a node
vℓ for ℓ ∈ {1, . . . , i}. It follows that ast = 0.

ii. As before, the case t ∈ ]vk, w
1
i [ follows analogously to 3(b)i by interchanging s and t.

iii. It remains to consider t ∈ {w1
i }∩{wmi+1

i+1 } which only occurs if w1
i = w

mi+1
i+1 . For x = ψ([s, t])

or x = ψ(]s, t]) an edge e ∈ E∗ is cut with respect to x if and only if it is adjacent to a node vℓ

for ℓ ∈ {1, . . . , i} and therefore x satisfies (34) with equality. Then, for x := ψ(]s, t])−ψ([s, t])
it holds that a⊤x = 0. By construction we have that xsu = 1 for all u ∈ ]s, t] and xe = 0 for
all other edges e ∈

(Zn
2
)

\ {su | u ∈ ]s, t]}. From a⊤x = 0 we obtain∑
u∈ ]s,t]

asu = 0. (95)

By 2 and 3(b)ii we have asu = 0 for all u ∈ ]s, t[ and (95) yields ast = 0.

It remains to show that there exists α > 0 such that b = α, avivi+1 = α for i = 0, . . . , k, a
viw

j
i

= (−1)jα

for i = 1, . . . , k, j = 1, . . . ,mi. We show that α := av0v1 satisfies this. For i = 1, . . . , k, it is easy to see that
ψ([wmi

i , vi]), ψ([wmi
i , vi[) ∈ S ⊆ S′ and, therefore, x := ψ([wmi

i , vi[) −ψ([wmi
i , vi]) satisfies a⊤x = 0. It holds

that xviu = 1 for u ∈ [wmi
i , vi[ and xe = 0 for all other edges e. Together with ae = 0 for all e ∈

(Zn
2
)

\ E∗,
a⊤x = 0 yields

avi−1vi
+ aviw

mi
i

= 0 for i = 1, . . . , k. (96)

Similarly, by considering ψ([vi, w
1
i ]), ψ(]vi, w

1
i ]) ∈ S ⊆ S′ we obtain

avivi+1 + aviw1
i

= 0 for i = 1, . . . , k. (97)

For i = 1, . . . , k and odd j ∈ {1, . . . ,mi − 2} it holds that ψ([wj
i , vi]), ψ([wj+2

i , vi]) ∈ S ⊆ S′ and
a⊤(ψ([wj+2

i , vi]) − ψ([wj
i , vi])) = 0 yields

a
viw

j
i

+ a
viw

j+1
i

= 0 for i = 1, . . . , k, odd j ∈ {1, . . . ,mi − 2}. (98)

For i = 1, . . . , k and odd j ∈ {3, . . . ,mi} it holds that ψ([vi, w
j
i ]), ψ([vi, w

j−2
i ]) ∈ S ⊆ S′ and

a⊤(ψ([vi, w
j−2
i ]) − ψ([vi, w

j
i ])) yields

a
viw

j
i

+ a
viw

j−1
i

= 0 for i = 1, . . . , k, odd j ∈ {3, . . . ,mi}. (99)

All together, inequalities (96)–(99) yield avivi+1 = α for i = 0, . . . , k and a
viw

j
i

= (−1)jα for i = 1, . . . , k,
j = 1, . . . ,mi. From this it follows that b = a⊤1 = α. Clearly, it holds that α ̸= 0 since otherwise we have
a = 0 and 0⊤x ≤ 0 does not define a facet. Lastly, α > 0 holds because otherwise the all zeros vector
0 ∈ LMC(C) would not satisfy (34).

It follows that a⊤x ≤ b is indeed a scalar multiple of (34) and that the star-glider inequality (34) defines
a facet of LMC(C). □
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decomposition of image and mesh graphs by lifted multicuts, in: Proceedings of the International Conference on
Computer Vision, 2015, pp. 1751–1759, http://dx.doi.org/10.1109/ICCV.2015.204.

[46] Peter L. Hammer, Pierre Hansen, Bruno Simeone, Roof duality, complementation and persistency in quadratic 0–1
optimization, Math. Program. 28 (2) (1984) 121–155, http://dx.doi.org/10.1007/BF02612354.

[47] Manfred Padberg, The boolean quadric polytope: Some characteristics, facets and relatives, Math. Program. 45 (1)
(1989) 139–172, http://dx.doi.org/10.1007/BF01589101.

[48] Caterina De Simone, The cut polytope and the boolean quadric polytope, Discrete Math. 79 (1989) 71–75, http:
//dx.doi.org/10.1016/0012-365X(90)90056-N.

[49] Ivo G. Rosenberg, Reduction of bivalent maximization to the quadratic case, Cahiers Centre Études Recherche Opér.
17 (1975) 71–74.

[50] Endre Boros, Peter L. Hammer, Pseudo-Boolean optimization, Discrete Appl. Math. 123 (1–3) (2002) 155–225, http:
//dx.doi.org/10.1016/S0166-218X(01)00341-9.

[51] Christoph Buchheim, Giovanni Rinaldi, Efficient reduction of polynomial zero-one optimization to the quadratic case,
SIAM J. Optim. 18 (4) (2007) 1398–1413, http://dx.doi.org/10.1137/050646500.

[52] Hiroshi Ishikawa, Transformation of general binary MRF minimization to the first-order case, IEEE Trans. Pattern Anal.
Mach. Intell. 33 (6) (2011) 1234–1249, http://dx.doi.org/10.1109/TPAMI.2010.91.

[53] Endre Boros, Aritanan Gruber, On quadratization of pseudo-Boolean functions, in: International Symposium on Artificial
Intelligence and Mathematics, 2012, http://dx.doi.org/10.48550/arXiv.1404.6538.
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